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21 ABSTRACT

22Regular monitoring of body condition score (BCS) changes during lactation is an essential
23management tool in dairy cattle; however, the current BCS measurements are often
24discontinuous and unevenly spaced in time. The imputation of BCS values is useful for two
25main reasons: i) achieving completeness of data is necessary to be able to relate BCS to other
26traits (e.g. milk yield and milk composition) that have been routinely recorded at different
27times and with a different frequency, and ii) having expected BCS values provides the
28possibility to trigger early warnings for animals with certain unexpected conditions. The
29contribution of this study was to propose and evaluate potential methods useful to smooth and
30impute device-based BCS values recorded during lactation in dairy cattle. In total, 26,207
31BCS records were collected from 3,038 cows (9,199 and 14,462 BCS records on 1,546
32Holstein and 1,211 Montbéliarde cows respectively, and the rest corresponded to other
33minority cattle breeds). Six methods were evaluated to predict BCS values: the traditional
34methods of test interval method (TIM), and multiple-trait procedure (MTP), and the machine
35learning (ML) methods of multi-layer perceptron (MLP), Elman network (Elman), long-
36short term memories (LSTM) and bi-directional LSTM (BiLSTM). The performance of each
37method was evaluated by a hold-out validation approach using statistics of the root mean
38squared error (RMSE) and Pearson correlation (r). TIM, MTP, MLP, and BiLSTM were
39assessed for the imputation of intermediate missing values, while MTP, Elman, and LSTM
40were evaluated for the forecasting of future BCS values. Regarding the machine learning
41methods, BiLSTM demonstrated the best performance for the intermediate value imputation
42task (RMSE=0.295, r=0.845), while LSTM demonstrated the best performance for the future
43value forecasting task (RMSE=0.356, r=0.751). Among the methods evaluated, MTP showed
44the best performance for imputation of intermediate missing values in terms of RMSE (0.288)

45and r (0.856). MTP also achieved the best performance for forecasting of future BCS values
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46in terms of RMSE (0.348) and r (0.760). This study demonstrates the ability of MTP and
47machine learning methods to impute missing BCS data and provides a cost-effective solution

48for the application area.

49Key words: body condition score, data imputation, machine learning, dairy cows
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50 1. INTRODUCTION

51 Smoothing and imputing records throughout the lactation is an issue that is often
52required in dairy cattle to allow optimal use of non-continuously recorded traits. The fat
53reserves and changes in fat reserves over time are indicators of the cow’s energy balance (EB)
54(Edmonson et al., 1989, Beam and Butler, 1999, Collard et al., 2000, Bernabucci et al., 2005).
55Therefore, it is important to know the energy reserve status (in the form of body fat) and its
56changes during lactation (Schroder and Staufenbiel, 2006, Roche et al., 2009). Although a
57negative energy balance (NEB) is common in the early lactation of dairy cows, abrupt
58changes are associated with health and welfare problems in the mid- and late-lactation (Beam
59and Butler, 1999, Collard et al., 2000, Bernabucci et al., 2005). Recording of body condition
60through body condition score (BCS) is a useful management tool to assess body fat stores of
61dairy cows (Pryce et al., 2001, Roche et al., 2009) compared to expected status. Regardless of
62the scale used for the BCS, low BCS values reflect emaciation and high BCS values indicate

63obesity (Edmonson et al., 1989, Bastin et al., 2007).

64 The usual procedure to measure BCS value in dairy cows is based on the visualization
65and touching of the animal by expert technicians visiting the farm and following a scoring
66protocol (Edmonson et al., 1989, Ferguson et al., 1994). There are various non-continuous
67scales to assign BCS in dairy cows (Roche et al., 2004, Roche et al., 2009). Two commonly
68used scales are a five-point scale, with 0.50 or 0.25-point intervals (Wildman et al., 1982) and
69a nine-point scale system with unit increments, used in the Walloon Region of Belgium
70(Bastin et al., 2007, Bastin and Gengler, 2013), which is based on and promoted by the ICAR
71guidelines for the linear type traits (ICAR, 2022). Traditional BCS measurements have been
72considered subjective and have shown considerable intra- and inter-technician variability
73(Kristensen et al., 2006). Therefore, new automatic and potentially more objective methods

74have been proposed to measure BCS. Methods and devices using 3D cameras for body
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75measurements have gained great popularity due to improvements in image quality and
76processing in recent years (Kuzuhara et al., 2015, Spoliansky et al., 2016, Du et al., 2022, Luo
77et al., 2023, Zhang et al., 2023). Several studies have used machine learning (ML) techniques
78to assess the BCS from 3D images, achieving high performance rates (Alvarez et al., 2019;
79Song et al., 2019)Furthermore, there are few commercial devices available to measure BCS.
80These devices can help experts perform their appraisal, such as the BodyMat system
81(Ingenera SA, Cureglia, Switzerland) or be installed on the farm to do a continuous automatic
82recording, such as the DeLaval system (DeLaval International, Tumba, Sweden). The first
83type of device facilitates recording, but generates records that stay relatively sparse, and still
84needs a large human investment for BCS scoring. The second type of device provides nearly
85continuous measurements, but some measurements may fail (i.e., cows may not present
86themselves correctly to the device).

87 Device-based scoring data behaves like most real-world data generating datasets
88containing missing values. A basic strategy to use incomplete datasets is to discard entire
89rows or samples containing missing values (Rubin, 1976, Meng and Shi, 2012). However, this
90comes at the price of losing data which, although incomplete, may be valuable (Lobato et al.,
912015, Van Buuren, 2018). A better strategy is to impute the missing values, i.e., to infer them
92from the known part of the data (Graham, 2009, Lobato et al., 2015), using appropriate
93methods, e.g., based on multiple trait models. Another issue that affects human scores, but
94also partially device-based scores, is that they are inherently uncertain and potentially
95erroneous. An important reason for increased random errors was identified in the variation in
96the presentation of the animal to the device (Coffey et al., 2002). For this reason, strategies of
97smoothing this type of data may be useful (Coffey et al., 2002).

98Smoothed and continuously available BCS measurements would be of major priority for dairy
99herd management, but also for studies requiring BCS data aligned with other longitudinal

100traits recorded during the lactation by dairy herd improvement (DHI) organizations which are
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101running programs to collect and analyze data related to milk production, cow health, and
102reproductive performances. Different procedures may be used to smooth and impute BCS
103records throughout the lactation. In this study, we only used for this purpose endogenous
104information based on observed BCS data on an individual and lactation level. As a primary
1050bjective, successful data imputation would allow missing information to be completed and
106thus improve conditions for the development of new models to add exogenous information
107that can also be obtained in routine by DHI. In this context, imputed BCS data can be used,
108directly or indirectly, for the development of models that predict BCS also from milk yield,
109milk composition and especially milk mid-infrared (MIR)-based fine milk composition
110( Gengler et al., 2016). A few studies have addressed the regression of BCS values from the
111MIR spectra using techniques such as partial least squares, random forests and gradient
112boosting machines (McParland et al., 2011; Mota et al., 2021). However, accurate alignment
113o0f smoothed and imputed BCS data and MIR spectra are needed for any MIR prediction
114equation calibration process which underlines the interest of this research. An important
115second objective is the forecasting of future BCS values as knowing these expected values
116can help trigger alerts at critical moments during the whole lactation. The contribution of this
117study is therefore the evaluation and proposal of traditional and ML methods to smooth and
118impute device-based BCS throughout the lactation in dairy cows allowing its use through the

119comparison of observed and expected BCS values.

120 2. MATERIALS AND METHODS
1212.1 Data Sources

122 Two databases (DB) were provided by French DHI organizations. The first DB was
123created in the Alsace region (DBA) and provided by the DHI organization Chambre Conseil
124Controle Elevage (3CE) active in this region. The other DB was created in the Bourgogne-
125Franche-Comté region (DBB) and provided by the regional DHI organization Conseil Elevage

12625-90. For both databases, automatic BCS measurements were recorded by trained
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127technicians using the same BodyMat system (Ingenera SA, Cureglia, Switzerland) and
128following the same experimental protocols. The BodyMat is an automated body condition
129scoring system using a 3D sensor to estimate BCS (Mullins et al., 2019; Leary et al., 2020).
130The system is based on a stick with a tactile control box in the base and a sensor with an
131linfrared camera, infrared generator and a laser in the extreme. At the time of measurement,
132the laser pointer must be positioned at the level of the 2™ or 3" transverse apophysis of the
133spine of the cow. The device senses and processes a 3D model of the back of the cow,
134reporting a BCS value in the range of 0 to 5. Details on the collected datasets recorded using
135this device are given in Table 1. Figure 1 shows the distribution of the data, with BCS data

136showing a near Gaussian distribution within databases.
1372.2 Data Preparation and Distribution

138 To use homogeneous data on a breed x database level, only data recorded on Holstein
139cows for DBA, and on Montbéliarde and Holstein cows for DBB were used. Records from
140given days in milk (DIM) greater than 365 d were eliminated. In order to check for and to
141detect atypical BCS curves, the variance of the residuals between the observed curve for a
142given cow-lactation and expected curves for each specific population were computed and
143used as an indicator of the deviation from the expected curves. The threshold of one BCS unit
144SD in variation of the average residuals was considered to distinguish typical from atypical
145BCS curves. This was done in order to assess to what extent the available BCS curves showed
146atypical behavior but not to filter them out as in a real-life situation, except for obvious

147outliers, no BCS records would be a priori deleted.
1482.3 Data Imputation Methods

149 There are different strategies to impute missing data from known data (Sainani, 2015

150Van Buuren, 2018). In this study, six strategies were evaluated to impute missing BCS values.
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151The first two methods were based on the traditional strategies used in DHI to deal with non-
152continuous milk yield and component test-day records. These two methods, which are still
153currently used, were the test interval method (TIM) and the multiple-trait procedure (MTP).
154TIM, as a simple linear interpolation, was used as one of the simplest approaches in the area
155for interpolation purposes, while MTP was included as an enhancement incorporating
156population information. Additionally, four ML based methods were evaluated starting from
157simple approaches using Multilayer Perceptron (MLP) and continuing with recurrent neural
158networks that incorporate information from the temporal evolution of the data, which is useful
159in the case of BCS. MLPs can capture complex relationships between input and output
160features and they can learn a mapping from features derived from the existing data to the
161target BCS values. They are suitable networks with well-defined features but do not consider
162time-sequential patterns. The dynamic networks evaluated ranged from basic structures using
163Elman networks (Elman) to more complex structures using long-short term memories
164(LSTM) and bi-directional LSTM (BiLSTM). Elman networks handle sequence data better
165than MLP. However it may struggle with longer-term dependencies. LSTM is included as an
166advanced recurrent neural network and excellent for capturing long-term dependencies and
167temporal patterns in sequential data. Finally, we tried Bi-LSTM, which is suitable for

168capturing both past and future context, providing a more global view for imputation tasks.

169 Implicitly all strategies, except for TIM which needs by definition adjacent
1700bservations (i.e., 45 days maximum), had a more or less direct smoothing effect finding a
171compromise across observed records to estimate missing ones. Moreover, a common
172validation strategy was developed to test all these methods in this precise context. As a part of
173the training stage, selected hyperparameters such as the number of hidden layers, the number
1740f neurons and the learning rate were optimized for MLP and BiLSTM methods prior to their

175validations.
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176 To the best of our knowledge, there is no other work or study that evaluates, compares
177and proposes traditional and machine learning methods for BCS imputation using only

178existing time sequences of BCS. The methods evaluated are described in detail below.

1792.3.1 Traditional methods

180The approach called test interval method and abbreviated TIM in this document is still used in
181many countries and DHI systems and has been for many years (Everett and Carter, 1968,
182Sargent et al., 1968). ICAR (2020) considers TIM as one of the reference methods to calculate
183accumulated lactation yield, especially in the context of regular approximately 30-d interval
184testing schemes through the lactation. With special adjustments for the first and last test day
185records, TIM can be considered as an unbiased measure of actual 305-d milk yield (Schaeffer
186and Jamrozik, 1996). This method also can estimate missing data points in the process to
187compute lactation records, a feature that was used in this study. This consists of simple linear
188interpolation, where boundary points are necessary to predict a point in-between. The TIM
189approach needs limited distance between records. Therefore, in this work, a separation
190between two existing points of maximum 45 days was required. Data out of this range were

191excluded from this research.

192The approach called multiple-trait procedure by ICAR (2020), and hereafter abbreviated as
193MTP, was originally proposed for predicting jointly lactation yields for milk, fat, and protein
194(Schaeffer and Jamrozik, 1996). This procedure uses a Bayesian estimation for lactation curve
195parameters of each cow and lactation based on their conditional distribution. The MTP
196method has the advantage over the use of full random regression models (Mayeres et al.,
1972004) that it can be used lactation by lactation and that the modeling of the whole population
198is not necessary. Missing values at a given DIM are then obtained using these lactation curve
199parameters. Therefore, values between samples can be predicted with long intervals apart or

200even if there is just one sample during the complete lactation (Schaeffer and Jamrozik, 1996).
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201Moreover, this method is based on standard lactation curve models (Wilmink, 1987), and
202covariances between parameters. Here, MTP was adapted to work with BCS values
203throughout the lactation. MTP can be seen as a combination of the observed BCS values at a
204given DIM during lactation (y) for a given cow in a given lactation, the characteristics of the
205population to which an animal belongs (c;) and other parameters (p) i.e., related to the
206covariances among elements of ¢, and among residuals (Figure 2). A priori knowledge of the
207height and the shape of the BCS curves over the course of the lactation will be used when
208defining c¢,. Thus, the estimated lactation curve parameters ¢ of a given cow and lactation can

209be expressed as:

210 ¢=f|y(DIM),c,p| 1)
211More specifically, this equation as formulated by Henderson (1984) was solved to predict €:
212 (X'R'X+G'|é=X'R 'y+G "¢, )

213where X is the incidence matrix linking BCS records for a given cow in a given lactation, R
214represents the residual covariance matrix among BCS records for a given cow in a lactation,
215G is the covariance matrix among € parameters, y is, as already explained, the BCS value at a
216given DIM, and c, represents the parameters computed from all cows with similar
217characteristics such as breed and region. Figure 2, using a real case, illustrates how MTP
218works using the slightly modified Wilmink function (Wilmink, 1987) as explained above. As
219illustrated in Figure 2, MTP has a second feature that smooths directly observed records
220towards population values. The relative importance of population values decreases with the
221lincreasing number of direct BCS records which would decrease the importance of G'co

222relative to X R'ly.

223 We computed the main parameters with complete data according to the strategy

224outlined in the original study (Schaeffer and Jamrozik, 1996). First, based on the exploratory

10 10
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225computations we decided to use a slightly modified Wilmink function (Wilmink, 1987) to

226predict a given element of y here defined as a scalar as:
227 y=a+5x+Be Y™ 3)

228where, x = 2(DIM-1)/(365-1) — 1, which varies in the range [-1, 1], and a, {3, and § are the
229adjustable parameters elements of the vector c. The parameter y which was also estimated in
230this process, was however kept fixed throughout the rest of the study as the Bayesian linear
231model used in (2) was not able to update its value for each lactation. These different
232parameters are related with the evolution of the lactation curve (Macciotta et al., 2005). Thus,
233a can be seen as an intermediate value, giving an offset to the complete evolution; and 8 and y
234are factors explaining the drop in the early lactation stage; and 6 is the general slope after the
235nadir stage, strongly related with the recovery of the BCS in late lactation. We used the NLIN
236procedure in SAS (SAS Institute Inc., Cary, NC, USA) to estimate ¢, for each population
237based on the average BCS per DIM defined as y in (3) using the Gauss-Newton method by
238default. A minimum number of BCS records by DIM was necessary to meet the convergence
239criteria. Therefore, the stratification of the population could not be very detailed. The
240parameter y was obtained a priori and considered fixed throughout the rest of the study. In the
241next step curve parameters were estimated for each cow by solving a simplified version of

242equation (2) for ¢ :
243 (X'R'X|é=X'R 'y 4

244where (4) produced the ordinary least-square estimator and not the Bayesian linear regression
245estimator obtained by solving (2). For this purpose, only a group of cows with good records
246describing their BCS lactation curves was used (i.e., with a minimum of three test day records
247through the lactation, at least one record before 50 DIM and at least one record after 250

248DIM). We estimated R, which was considered a diagonal residual matrix expressing the

11 11
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249variances of the differences between the expected and the observed values. Expected BCS
250were predicted by fitting the BCS curve through the lactation using €. The residual variance
251was kept constant because no significant variations were observed throughout the lactation.
252Simple variances and covariances of elements across cows were computed to obtain the

253covariance matrix G among the model parameters.

2542.3.2 Machine Learning Methods. As a type of longitudinal data, this study consists of
255repeated BCS observations at different DIM in the lactation period for each cow. Thus, given
256a BCS observation that could be considered as the present, it is straightforward to refer to the
257past (previous) and the future (following) observations in that specific lactation period. In this
258study, the performance of ML techniques including MLP, Elman, LSTM and BiLSTM to
259impute BCS values were evaluated (Figure 3). We addressed two imputation tasks: (I)
260imputation of intermediate BCS values (i.e. an unknown BCS value that lies between two
261known BCS values in time) and, also (IT) forecasting of BCS values. As input features for the
262first task, we used DIM (past, present and future) and BCS values (past and future) in order to
263estimate the BCS at a given DIM in the lactation. For the forecasting task, we only used DIM

264(past and future) and past BCS values as input to forecast BCS values in the future.

265 The MLP approach was assessed as one of the simplest ML techniques used for
266classification and regression problems (Bishop and Nasrabadi, 2006). MLPs consist of several
267layers of neurons. Each neuron in one layer is connected with all nodes from the previous
268layer (Figure 3-a). There are three types of layers including the input, hidden and output.
269Whereas neurons in the input layer represent the features provided to the network, each
270neuron in the hidden and output layers is a processing element which combines the output of
271lincoming connected neurons using a nonlinear activation function. The strength of these
272connections is controlled using weights, which are optimized during the training process

273(Bishop and Nasrabadi, 2006).

12 12
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274 Elman, LSTM and bidirectional LSTM networks (BiLSTM) are types of recurrent
275neural networks (RNN) (Rumelhart et al., 1985). A key factor in a RNN is that connections
276between neurons can create a cycle, making it possible that the outputs of some neurons can
277affect the subsequent inputs of the same neurons. This recurrence gives RNN certain memory
278capabilities and makes them more efficient where the data follow temporal sequences as in
279the case of longitudinal data. RNNs have the ability to learn the evolution of a trait when they
280are trained with individual evolutions for that trait, even corresponding to several subjects.
281Moreover, Elman networks are one of the simplest RNN structures. They include hidden
282neurons and incorporate context (or memory) neurons, which are connected to allow past
283inputs to influence future computations during the training stage. In these networks the

284dynamics of the data is learned from the context layer (Figure 3-b) (Elman, 1990).

285 In practice, classical RNNs such as Elman networks have some limitations in learning
286complex sequences. To overcome this restriction, LSTM networks use 3 gates in each neuron
287in order to control how much information should be used from inputs to update the internal
288state (input gate), how much information should be forgotten from the previous state (forget
289gate), and how much information should be used directly from inputs to generate the output
290(output gate) (Figure 3-c). Like classical RNNs, LSTMs are made up of multiple neurons
291(Hochreiter and Schmidhuber, 1997). Although Elman and LSTM are suitable for forecasting
292tasks, in some scenarios the goal is to predict an intermediate point of the sequence. In these
293cases, an alternative method called bidirectional LSTM (BiLSTM) allows combining past and
294future information to generate a prediction in-between (Graves and Schmidhuber, 2005). This
295network introduces two identical LSTM, one trained with time sequences forwards and the

2960ther with the same sequences backwards (Figure 3-d).

297 In this work, the hyper-parameters of each method were optimized using a grid search

298strategy. These hyper-parameters varied with the method but, in general, the common search
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299was considering the number of layers and the number of neurons per layer. We used a
300standard validation split for each epoch (80/20). The convergence criterion was an early stop
301based on the RMSE, thus avoiding overfitting during the training phase. An optimized MLP
302model with 3 hidden layers, with 16, 8 and 16 neurons from shallow to deep layers, and a
303rectified linear unit (ReLU) as the activation function was used. The use of ReLU has shown
304to improve the network performance significantly because it avoids gradient vanishing
305problems (Bishop and Nasrabadi, 2006). A linear function was used in the output layer to
306generate the final prediction. Features were normalized to be included into the model. In the
307case of Elman, the optimal number of neurons in the hidden layer was 32. In the case of
308LSTM, the number of hidden layers and the number of neurons per layer were optimized,
309resulting in 3 hidden layers of 16, 16 and 8 neurons from shallow to deep layers, and using the
310default parameters as defined in Keras v2.10.0 (Chollet, 2015) and in particular the default
311lactivation function (hyperbolic tangent). Finally, a BILSTM network with a single recurrent
312layer of 5 neurons and hyperbolic tangent as the activation function was used. The outputs of
313the BiLSTM were fed and combined into a fully connected dense layer of 10 neurons and a
314hyperbolic tangent activation function. The output layer was composed of a single neuron

315with a linear activation function.

3162.4 Validation Strategy

317To evaluate the performance of each method, the combined dataset (Holstein data of DBA +
318Holstein data of DBB + Montbéliarde data of DBB) was split into calibration and validation
319sets, often called training and test sets in the field of machine learning, respectively. The same
320calibration and validation datasets were kept for the different methods. As we tested in this
321context essentially the capacity to fill in gaps, the validation data was a subset of the original
322data based on test-days within a given cow. Then, we compared predicted values against the

323real observed values in the validation set. According to the objectives of this work, the
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324methods were divided and evaluated for two tasks: (I) imputation of intermediate BCS values
325and (II) forecasting the future BCS values.Using the configuration proposed for each method,
326only MTP is suitable for both types of tasks (Schaeffer and Jamrozik, 1996). TIM is
327straightforward, easy to implement and computationally efficient method for imputation of
328values in-between. However, it does not capture complex patterns or dependencies beyond a
329simple linear trend, making it unsuitable for predicting future values where such complexity is
330often present. MLPs can capture non-linear relationships between inputs and missing values.
331When combined with other features or lagged values, MLPs can effectively impute missing
332values by learning patterns in the data. However, they may not model sequential dependencies
333as well as recurrent networks, which are more suited for time-series forecasting. Bi-
334directional LSTMs are capable of utilizing context from both past and future states, making
335them effective for imputation in temporal sequences where knowing future context (within the
336sequence) can help better estimate missing values. While powerful, bi-directional LSTMs are
337typically not used for forecasting because they consider data in both directions, which is not
338available in a forecasting context. LSTMs are specifically designed to handle long-term
339dependencies in sequential data. They are highly effective and primarily designed to predict
340future values in a time series based on learned patterns. Elman networks are suitable for
341forecasting because they can model sequential dependencies over time. They are not robust
342for imputation tasks where bidirectional context or more advanced memory handling is
343required.

344 Thus, two different settings were proposed in terms of the selection of records for the
345calibration and validation sets (Figure 4). For both tasks, we kept only one point per each
346cow-lactation curve for the validation set, which implied 8-10% of the total points. Points
347were reserved for the validation set only when there were at least three points for that cow-
348lactation. For the data imputation task, the selection of points for the validation set was

349random (orange points in Figure 4-a) in each execution, while the rest of the points were
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350included in the calibration set (green points in Figure 4-a). Due to the random process
351involved, we decided to train and validate each method during 10 executions to finally obtain
352stable average values. Thus, in each execution each method was calibrated and validated with
353the same set of points, allowing a direct comparison among the methods. For this task,
354extremes in time (i.e. first or last record) were never selected because could represent a
355drawback for some of the techniques. For example, TIM cannot perform linear interpolation
356without extreme values. Following these rules, we kept around 20,000 records for the
357calibration set and around 2,000 records for the validation set. The number of records in each
358set varied slightly across each random execution. Finally, we reported the macro-average
359across executions of the root mean squared error (RMSE) and the Pearson correlation (r) for
360each method using the observed BodyMat values present in the validation set as the reference.

361RMSE is defined as:

362 )

363Where §; are predicted values, y; are observed values and n is the number of observations.

364Pearson correlation is defined as:

Z (Xi_)_()(yi_y)
IS x= xS -y

365" = (6)

366Where x; are samples of the x variable, x is the mean of the x variable, y; are samples of the y

367variable, y is the mean of the y variable.

368 On the other hand, to forecast future BCS values we only kept the last values in the
369lactation to build the validation set, while the rest of the points were kept for the calibration
370set (Figure 4-b). This setup allowed methods to be trained on past values (green points in

371Figure 4-b) to predict future values (orange points in Figure 4-b).
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372

373 3. RESULTS AND DISCUSSION

3743.1 Descriptive Statistics

375 After data preparation, 83.2% of the total original BodyMat records were kept
376showing a mean of 2.50 and a SD of 0.59 BCS units. This included 4,286 records on 755
377Holstein cows for DBA and 17,518 records on 1,951 animals for DBB (4,053 records on 753
378Holstein and 13,465 records on 1,198 Montbéliarde cows). Means for BCS found for both
379databases were very similar with values around 2.50 BCS units. However, the SD of BCS
380found for DBB was considerably lower than that found for DBA (0.56 vs 0.70 BCS units for
381DBB and DBA, respectively). A potential explanation for this difference is the high number
3820f Montbéliarde cows for the DBB, which is a breed with different characteristics from
383Holstein. Figure 5 shows the average BCS by DIM and corresponding modelled mean curves
384using the modified Wilmink function. We found similar evolutions of lactation curves
385between both databases (Figure 5a). It can be seen that the DBA was noisier, which could be

386due to a lower number of points by DIM contributing to averages for this database.

387 As explained above, we only kept the majority breeds for each database which results in
388three groups: ) DBA-Holstein, 1I) DBB-Holstein, and III) DBB-Montbéliarde (Figure 5b).
389The inclining slopes after the nadir (the lowest value of BCS throughout the lactation) were
390similar for Holsteins from DBB and DBA (0.0022 and 0.0025 BCS units / DIM, respectively),
391but different from that found for DBB-Montbéliarde (0.0013 BCS unit / DIM). Each
392population showed a particular global distribution regarding BCS (Figure 6). A lower
393variance (i.e., lower density at the ends of the distribution) was observed for the Montbéliarde
394population compared to that found for Holstein populations in both datasets. The SD of BCS

395records was 0.50 for DBB-Montbéliarde, 0.68 for DBB-Holstein and 0.70 for DBA-Holstein.
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3961n this sense, Montbéliarde seems to be a more stable breed throughout the lactation. These
397findings support the general accepted hypothesis that, Montbéliarde cows keep their body
398condition better than Holstein cows, indicating a higher resilience in terms of body condition
399through the lactation for this breed (Walsh et al., 2008, Berghof et al., 2019, Poppe et al.,
4002020, Poppe et al., 2021). On the other hand, the behavior of DBB-Holstein and DBA-
401Holstein populations was similar (i.e., similar shapes), with a minimal difference between

402median values (2.3 and 2.5 BCS units respectively).

403 Training the methods with the combined data allowed us to build a more general
404model and this is an advantage when, for example, there are crossbreeds or a large variety of
405parities in the population. Based on the raw data summaries of both datasets (DBA, and
406DBB), we concluded that they are mostly compatible. Also, BCS data were acquired with the
407BodyMat system and following the same experimental protocols. In the following, the
408datasets were combined to a single dataset with which methods were calibrated and evaluated.
409Due to the similar behavior found for each breed, we decided to analyze the data by breed,
410without a division by region. Figure 5c shows the behavior of each breed through the lactation
411and considering two parity classes: primiparous and multiparous. Statistical description of the
412used datasets considering parity classes and breed is shown in Table 2. It was observed that
413primiparous animals presented a higher mean of BCS throughout lactation (2.68 and 2.66
414BCS unit for Montbéliarde and Holstein breeds, respectively) compared with multiparous
415animals (2.51 and 2.32 BCS unit for Montbéliarde and Holstein breeds, respectively). In
416addition, the nadir values of BCS were higher and expressed earlier for primiparous cows
417compared to multiparous cows. However, it was observed that the recovery BCS rates (delta
418in equation 4) found for multiparous cows were almost double those found for primiparous

419cows in both breeds (Table 2).
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420 The analysis by breed and parity classes showed that the primiparous cows tend to be
421more resilient than multiparous cows (Poppe et al., 2021). It could be due, at least in part, to
422the fact that primiparous cows mobilize less body energy than multiparous cows during their
42 3lactations and they produce less milk (Friggens et al., 2007, Wathes et al., 2007). On the other
424hand, we observed that multiparous cows generally express the nadir stage later than
425primiparous cows (Truman et al., 2022). Primiparous cows presented higher BCS at the nadir
426time than multiparous cows, which is consistent with previous works. (Mao et al., 2004,
427Sakaguchi, 2009). For both breeds, the recovery BCS rate during mid- and late-lactation for

42 8multiparous cows was higher than the corresponding to primiparous cows.

429 In this work, no formal analyses were performed to look for statistically significant
430differences due to breed, dataset and parity. Comparisons between breeds and parities were
431not the main aim of this study, rather just comparing data collected across these categories for

432analyzing the suitability of models for these categories.

4333.2 Identification of Atypical Curves

434 The variance of the residual between observed and expected curves for each specific
435population was computed and used as an indicator of the deviation from the expected curves.
436Higher variance of the residual indicated that beyond a translation (i.e., constant shift) of the
437 curve, which will not show up in the variance, its shape was not as expected. During the data
438analysis, we found typical curves but also a considerable number of atypical curves (Figure
4397). We sorted the curves according to the variance of the residuals and the curves with the
440lowest and highest variances were plotted. In the left side of Figure 7 we can see a typical
441evolution, even considering that the observed cow is thinner than expected for her population
442indicating a translation. In contrast, in the right side of Figure 7 the observed points follow a
443very messy curve with a behavior far from that expected for that population, even considering

444potential health issues. We found 11% of observations that were over one BCS unit SD in
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445variation of the residual. Moreover, our data did not allow us to determine if this could be
446related to device problems or measurement problems or reflected real variability of
447underlying BCS status. For this reason, and in order to keep the study close to a real-life
448situation, we did not filter based on this aspect but used all the previously selected (i.e., pre-

449filtered) data.

450 Finally, if an atypical BCS value is obtained in practice, the first thing that should be
451done is to identify that value and then analyze it. This value could be compared with the
452expected for that cow (e.g. using an imputation method). An atypical value could be due to
453measurement error or a pathological condition of the animal, which is an objective of the use
4540f BCS. In the first case, it could be directly discarded. On the other hand, if this BCS value is
455due to an atypical condition of the animal, it should be saved for detection of relevant animals
456in bad condition. These BCS values will also be useful for future adjustments of the methods

457or models used for BCS prediction.

4583.3 Performance Evaluation

459 The performance of methods including TIM, and MTP, and the ML methods of MLP,
460EIman, LSTM and BiLSTM to predict BCS values were evaluated. The proposed methods
461were divided into those suitable for the imputation of intermediate values such as TIM, MTP,
462MLP and BiLSTM and those suitable for forecasting tasks such as MTP, Elman and LSTM.
463Each method was calibrated using the calibration data and then evaluated using the validation
464data. Performance measures were computed between the reference values and the values
465predicted by each method. The average RMSE and the average correlation for each method

466suitable for the imputation task are presented in Table 3.

467 Figure 8 shows the distribution of the RMSE and r for each imputation method.

468Among the evaluated methods, MTP achieved the best performance (Table 3; Figure 8). The
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469results showed that MTP achieved the lowest RMSE (median of 0.288) followed by LSTM
470(median of 0.295) and MLP (median of 0.297). Regarding the Pearson correlation, MTP
471achieved the highest value (median of 0.849) followed by BiLSTM (median of 0.845) and
472MLP (median of 0.843). These results proved to be significantly different from each other (p
473< 0.05) under the Wilcoxon test (Woolson, 2007), except between MLP and biLSTM. The
474Wilcoxon test is a non-parametric test that compares paired samples or two related groups,
475offering the advantage of not requiring normal distribution, making it suitable for small or
476non-normally distributed data. The poorest results for this task were observed for TIM

477 (medians of 0.302 and 0.837 for RMSE and r, respectively).

478 In addition to its advantage to be able to extrapolate values, a task that TIM cannot do;
479MTP can impute missing values even when the distance between existing points is large
480(Schaeffer and Jamrozik, 1996). In some cases, MTP allows a smoothing effect on the messy
481curves, resulting from atypical measurements, by incorporating information from the
482population. This could imply an advantage to process data from noisy automatic systems, but
483it could be a disadvantage when there are real abrupt changes in the body condition.
484Regarding the ML methods, MLP and BiLSTM showed comparable results to MTP and
485provided better performance than those provided by TIM. MLP can be considered as a non-
486linear interpolation for data imputation (Bishop and Nasrabadi, 2006). In this sense, this
487superiority over a linear method like TIM is not surprising. MLP is a simple ML method that
488was not designed to directly handle longitudinal data. However, MLP can be used for that,
489and its use is common and accepted (Anglart et al., 2020). On the other hand, a recurrent
490approach like BiLSTM allows past and the future sequences of measurements to be received
491as inputs, which makes BiLSTM ideal for longitudinal data, and useful as a tool to impute
492missing values in between known values. A practical advantage of this method is that it can

493receive input sequences of variable length as past or future measurements, which would be
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494common for data collected in the field. (Graves and Schmidhuber, 2005). Table 4 shows the
495results of the forecasting methods. For this task, again MTP achieved the lowest RMSE
496(0.348) followed by LSTM (0.356) and Elman network (0.373). This difference was also
4970bserved when r was evaluated, where MTP achieved the highest correlation (0.760),
498followed by LSTM (0.751) and Elman networks (0.728). Due to the validation methods used
499for this task, already mentioned in the validation strategy section, no random executions were
5000btained over all the methods. Due to the deterministic nature of MTP, a single execution is
501reported for this method, while for the ML methods the average of 5 executions is reported.
502The reason is the random process involved in the initialization of the weights for a neural
503network. Although MTP showed that best performance for imputation and forecasting BCS
504values, its performance for forecasting was generally lower than the corresponding to the
505imputation of intermediate values. This is logical due to the greater difficulty of predicting
506future values only from past data, which becomes even more challenging when the temporal
507distance between measurements increases. Although Elman and LSTM showed lower
508performance than MTP, these results are of great interest considering that unlike the other
509methods, which use past and future information to predict intermediate missing values, Elman
510and LSTM only use past information to predict future information. This is important because
511one application of interest is to predict the future information using the historical data for
512purposes of evaluation and as a tool to provide early warning indicators of the body condition
513o0f an animal. RNNs like Elman or LSTM learn the temporal relationships in the evolution of
514the BCS through lactation. Unlike MTP, these networks do not assume a previous evolution,
515but instead they learn from the data sequence during the training stage. Finally, this

516information persists in the weights of the network.

517 A limitation of the validation strategy used in this work for the forecasting task is that

518by keeping only the last points of the sequence for the validation set, these were found mostly
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519in mid- and late- lactation. Although it could be interesting to evaluate the forecasting of
520points in early lactation, in the present study this was not possible because to train only with
521previous points, many later points would have had to be discarded to keep the natural
522sequence of recordings. The latter was not possible due to the limited amount of data to train

523some of the methods.

5243.4 Comparing Methods and Perspectives

525The studied deep learning methods like LSTM or BiLSTM did not outperform MTP, which
526may be due to the limited amount of data available for the training phase. Also, MTP is
527directly using information available across (sub-)populations inside a Bayesian framework.
528However, this key feature of MTP may also generate an issue as it is potentially
529oversmoothing the observed BCS records towards the expected BCS curve which might not
530reflect the correct expectations. This was already reported as a major issue in yield traits and
531this fact explains the changed lactation curve model used in the practical application as
532reported by ICAR (2020). The improvement of the parametrization of MTP which controls
533the weight of prior curves and observed BCS, or the use of finer expected curves for different
534subpopulations could be available strategies. As shown in this study, the definition of such
535subpopulations needs enough data, or innovative strategies as clustering of lactations by
536features which could include not only breed, as done in this study, but also genetic differences
537between animals.

538

539 In the context of machine learning, particularly when faced with limited data, the
540relationship between the number of parameters in a model and the amount of available data is
541crucial. Small-structured networks, characterized by fewer parameters, are often employed to
542mitigate the risk of overfitting when data is scarce. However, this trade-off necessitates a

543careful balance; too few parameters may hinder the model's ability to capture complex
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544patterns in the data. To address this, data augmentation techniques can be invaluable, as they
545artificially expand the training dataset by introducing variations through different types of
546transformations. This not only increases the effective size of the dataset but also enhances the
547model's robustness and generalization capabilities. One possibility in the future is also to
548combine the strengths of the different methods shown. Methods such as TIM, MTP or others,
549could be used as data augmentation tools to obtain extended datasets. Moreover, domain
550transfer strategies can provide significant advantages by allowing the model to leverage
551knowledge from related domains or tasks. By pre-training on larger, relevant datasets, we can
552improve performance even in scenarios with limited data. Future work should focus on
553optimizing the interplay between model complexity and data augmentation while also
554exploring effective domain transfer methods to further enhance predictive performance. By
555combining these strategies, models capable of achieving better outcomes in data-constrained
556environments can be developed.

557 While few device-based methods for routine body condition scoring (Martins et al.,
5582020) are available, they entail significant initial capital and ongoing maintenance costs.
559Consequently, animal scientists and producers seek a cost-effective method for regularly
560predicting accurate body condition scores (BCS). One proposed solution is to utilize mid-
561linfrared (MIR) milk spectra to estimate BCS in dairy cows. However, this approach requires
562precise alignment between BCS data and MIR spectra for effective calibration. Successful
563data imputation allows missing information to be completed and thus improve conditions for
564the development of new models to add exogenous information that can also be obtained in
565routine by DHI. Therefore next steps will be to use these imputed BCS data, directly or
566indirectly, in the context of the development of models that predict BCS using exogenous
567information from milk yield, milk composition and especially milk mid-infrared (MIR)-based
568fine milk composition (McParland et al., 2011; Gengler et al., 2016; Mota et al., 2021). This

569requires further developments and needs additional research even if the present work provided
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570insight into strategies to align smoothed and imputed reference BCS data with DHI data
57 1containing relevant potential predictors. Even if the setting of this study did not favor their
572use, random regression models (e.g., Mayeres et al., 2004) and alternative approaches such as
573generalized additive models (e.g., Ankinakatte et al., 2013) have specific advantages to

574become alternatives to the methods proposed in this study.

575This work is not conclusive since more experimentation might be needed. However, we can
576conclude that ML can avoid some initial assumptions that limit conventional interpolation
577methods and possess great potential in advanced intelligent applications over traditional
578techniques. Particularly, it is the case of the predictive capability of RNNs for longitudinal
579data without requiring any or much domain knowledge about the phenomenon of study. ML
580methods and especially deep learning methods are promising for the future development and
581use in the field of study. However traditional methods such as TIM or MTP, which are
582defined by known equations, facilitate the interpretation of the obtained model. This is often
583not straightforward for ML methods and particularly deep learning, in which model

584explainability is a known weak point (Arrieta et al., 2020).

585
586 4. CONCLUSIONS
587 The application of data imputation is of particular interest in the precision livestock

588farming area. In this study six different methods were evaluated to impute BCS values
589throughout the lactation in Holstein and Montbéliarde dairy cows. These methods were
590classified into traditional methods (TIM and MTP), and ML methods (MLP, Elman, LSTM
591and BiLSTM). Two tasks were addressed: the imputation of intermediate BCS values and the
592forecasting of future BCS values. For both tasks, MTP provided the best performance in terms

5930f RMSE and Pearson correlation. The studied deep learning methods like LSTM or BiLSTM
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594did not outperform MTP, but this may also be due to non-optimal context (i.e., amount of

595available data) of their use.

596 This study analyzes methods for successful BCS imputation, allowing missing
597information to be completed and thus improving conditions for the development of new
598models to add exogenous information that is also obtained in routine by DHI. The proposed
599methods also provide expected BCS values, which are useful for triggering early warnings in

600the event of atypical or unexpected conditions.
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807Figure 2. The multiple-trait prediction procedure curve (blue squared) represents the estimated
808lactation curve parameters as a combination of the population curve (red dashed) representing the
809population curve parameters and the observed BCS values (green dotted) for each specific cow and

810lactation combination.
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813Figure 3. General architecture of the used Machine Learning methods: Multi-layer perceptron (MLP)

forward | LSTM LST™
layer

inputs

814(a), Elman network (Elman) (b), long-short term memories (LSTM) (c), and Bi-directional LSTM

815(BiLSTM) (d).
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820Figure 4. Exemplification of lactation curves composed of discrete BCS observations for both
82 1settings: intermediate data imputation (a) and forecasting (b). In (a), BCS values in-between were
822randomly selected to build the validation set (orange points), while the remaining points were kept for
823the calibration set (green points). In (b), only the last values of each sequence were selected to build
824the validation set (orange points), while the remaining points were kept for the calibration set (green

825points).
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828Figure 5. Evolution of average BCS by days in milk (DIM) (blue dots) and its corresponding mean
829curve (red curves) through the lactation for each database (a), population defined as breeds inside

830databases (b) and parities and breeds (c).
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832Figure 6. Global distribution of BCS values for each population. Median (dashed lines) and quartiles

833(dotted lines) of the populations are included in the Figure.
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835Figure 7. Examples for a typical curve (left) and an atypical curve (right). The observed (green dotted)

834

836and the expected (red dashed) curves for the population are shown for each cow and lactation.
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84 1Figure 8. Distribution of root mean squared error (RMSE) and the Pearson correlation (r) for each

842method over 10 random executions. P-values (Wilcoxon test) are at the top of the Figure.
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84 3Table 1. Details of the raw BCS databases used in this study.

DBA' DBB?
Number of BCS records 5,629 20,578
Primiparous 37.8% 28.6%
Multiparous 62.2% 71.4%
Number of animals 932 2,106
Primiparous 52.7% 50.0%
Multiparous 47.3% 50.0%
Number of herds 8 18
Majority breeds®
Holstein 86% 22%
Montbéliarde - 77%
Other* 14% 1%
Number of groups cow and parity (BCS curves) 1,367 3,380
Number of BCS records by cow and parity (SD) 4.03 (2.14) 5.61 (3.54)
Recording period Jan. 2019 - Dec. 2020  Nov. 2018 - Oct. 2020
844 ! DBA = data from the Alsace region in France.
845 2 DBB = data from the Bourgogne-Franche-Comté region in France.
846 * Expressed as a percentage of the total number of animals.
847 4 Includes crossbreeds and other minority breeds.
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848Table 2. Body condition score details for studied populations.

Montbéliarde Holstein

Primiparous Multiparous Primiparous Multiparous
Mean (SD) 2.68 (0.49) 2.51(0.49) 2.66 (0.63) 2.32(0.73)
Median 2.65 2.50 2.57 2.34
Nadir 2.56 2.32 2.33 1.95
Nadir DIM 28 39 19 37
Delta (8)" 0.15 0.28 0.28 0.52

849 ! The parameter of the linear term in equation (3), indicating the general slope after nadir and strongly

850related with the recovery of the body condition.

851
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852Table 3. Macro-average over 10 random executions for the imputation of intermediate BCS values.

853Under the Wilcoxon test, MTP achieved significantly better results than the rest of the methods (p<0.05).

Traditional ML!
TIM? MTP? MLP* BiLSTM®
Root Mean Squared Error 0.302 0.288 0.297 0.295
(RMSE) {
Pearson Correlation (r) T 0.837 0.849 0.843 0.845

854 1. ML = Machine learning.
855 2. TIM = Test Interval Method.
856 3. MTP = Multiple-Trait Procedure.

857 4. MLP = Multi-Layer Perceptron.

858 5. BiLSTM = Bi-directional Long-Short Term Memories.

Computers and Electronicsin Agriculture, Vol. 227, 2024.

48 45



J. O. Chelotti, H. Atashi, M. Ferrero, C. Grelet, H. Soyeurt, L. Giovanini, H. L. Rufiner & N. Gengler; "Assessing traditional and machine learning methods to smooth and impute device-based body condition score throughout the lactation in

sinc(i) Research Ingtitute for Signals, Systems and Computational Intelligence (sinc.unl.edu.ar)
dairy cows'

49

859Table 4. Methods evaluated for the forecasting of BCS values.

Traditional ML!
MTP? Elman® LSTM*
Root Mean Squared Error (RMSE) { 0.348 0.373 0.356
Pearson Correlation (r) T 0.760 0.728 0.751

860 1. ML = Machine learning.
861 2. MTP = Multiple-Trait Procedure.
862 3. Elman = Elman network.

863 4. LSTM = Long-Short Term Memories.

864
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