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Abstract: Pattern recognition is a scientific discipline whose purpose is the classification of objects into different
categories or classes. Object categorization deals with the detection or recognition of “generic” categories, reason
for which it known as “generic object recognition”. In this article, sparse representation of signals in terms of a
discriminative multi-class dictionary for image recognition is presented. A sparse representation approximates an
input signal over a linear combination of a few atoms of the given dictionary. A balanced set of input signals selected
from the Caltech 101 database is used for learning the discriminative dictionary. The sparse vectors are then used as
input of a multi-class classifier. The proposed method shows improvements over the standard KSVD method.
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1 INTRODUCTION

The problem of sparse representation of signals consists of obtaining representations of such signals by
means of a linear combination of only a few atoms of an appropriately constructed dictionary [1]. Some
of the advantages of sparse representations are super resolution, robustness to noise and dimension reduc-
tion, among others. The sparse representation problem can be divided into two separate sub-problems: an
inference and a learning problem. The first one, which is usually called “sparse coding”, consists of select-
ing a set of representation vectors {ai} satisfying a given sparsity constraint. The second problem, which
is quite often more complex, consists of finding an “optimal” dictionary Φ for representing a given set of
signals {xi}. The formulation of the learning problem focuses only on minimizing the reconstruction error
without taking into account the discriminative classification power of the dictionary [1]. For that reason,
some authors have proposed different supervised approaches in order to take advantage of the discrimina-
tive power of the dictionary [2], [3]. In such supervised approaches the dictionary and a linear classifier are
simultaneously optimized.

In a previous work [4], two different methods for identifying the most discriminative atoms in an over-
complete dictionary were presented. A method for learning discriminative dictionaries to be used for clas-
sification tasks is presented in this work.

The article is organized as follows: the method used for learning discriminative dictionaries is described
in Section 2. Experiments and results are presented and discussed in Section 3. Finally, conclusions are
presented in Section 4.

2 METHODS

2.1 SPARSE CODING

A sparse representation of a given data matrix of N input signals X .
= [x1,x2, · · · ,xN ] where xi ∈ Rn

in terms of a given dictionary Φ ∈ RN×M (with M ≥ N ), whose columns φj are sometimes called atoms,
can be obtained by minimizing the following problem,

A∗ = argmin
A

N∑
i=1

(
||xi − Φai||22 + λ||ai||1

)
, (1)

where λ is a sparsity constraint factor and the terms ||xi − Φai||2 are the reconstruction errors. Finally,
each input signal xi is approximated by a linear combination of only a few atoms of the dictionary in an
appropriate way.
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2.2 DICTIONARY LEARNING

The aim of dictionary learning is to obtain an efficient dictionary that provides a good representation for
most of the signals under study. The dictionary learning problem can be stated as follows:

< Φ∗, A∗ >= argmin
Φ,A

N∑
i=1

(
||xi − Φai||22 + λ||ai||1

)
. (2)

Problem (2) is convex in each one of the variables Φ and A, individually, but not simultaneously con-
vex [5]. Therefore the dictionary learning problem is usually iteratively and sequentially solved, by first
optimizing in Φ (while holding A fixed) and then optimizing in A (while holding Φ fixed), so proceeding
until a prescribed stop criteria is met. Clearly, formulation (2) minimizes the reconstruction error and this
formulation does not take into account the discriminative information of the dictionary, which is completely
neglected for the classification task.

2.3 DISCRIMINATIVE DICTIONARY LEARNING

In a previous work [4] we have introduced a novel approach for identifying the most discriminative atoms
in a binary classification problem. In this work a method for learning a discriminative dictionary to be used
for solving a multi-class problem is proposed. The activation frequency of the atoms is denoted by ηjκ where
j represents the activation of atom φj for input signals labeled as belonging to class κ. With ηjκ we shall
denote the number of times that the atom φj is used to represent data belonging to class κ. Suppose that the
atom φj has a very high activation for the class “κ” but very low activation for the remaining classes. In
such a case the atom φj is considered to be highly discriminative for classifying elements belonging to the
class “κ”. Otherwise, if the atom φj has similar activation for the class “κ” and for the remaining classes,
then the atom is considered as not carrying any significant discriminative information.

The discriminative approach begins by defining a matrix D ∈ RM×κ, which represents a measure of the
discriminative power of the atoms:

D(j, k) =
1

N

ηjkNκ6=k −
∑
κ6=k

ηjkNk

 , (3)

where Nk denotes the number of input signals belonging to the class “k” while Nκ6=k(= n − Nk) denotes
the number of signals not belonging to that class. The elements in the rows of D represent the difference
of activations of the atoms in the dictionary and the elements of its columns represent the difference of
activation frequencies (see Eq. (3)). Clearly D(j, k) will be positive and large if the jth-atom is much more
active in one class than in the others. Otherwise, if the jth-atom has similar activation frequencies for all
the classes, then D(j, k) will be small or even negative.

We describe now the building steps of the discriminative dictionary learning method together with the
corresponding lines of its implementation algorithm (Algorithm 1). Let X be the training data, p0 the
sparsity level, I the final number of discriminative atoms for each class and κ the number of classes. The
algorithm starts by learning a dictionary Φ by using the unsupervised KSVD algorithm [1] (line 4). Then
each representation matrix Aκ is obtained by applying a greedy pursuit algorithm called OMP [6] (line 5).
Then, matrix D is obtained according to Ec. (3) (line 6). An atom selection process follows by selecting
the most discriminative ones for each one of the classes. Those discriminative atoms constitute the columns
of the matrix Φd. It could happen that no discriminative atoms are available for certain classes. In such a
case, the corresponding columns of Φd are represented by vectors of zeros and the indices of those classes
are saved into the vector Rem (line 7). Finally a new data matrix X̂ is constructed by removing all the input
signals of X belonging to the classes corresponding to the discriminative atoms (line 12). This process is
repeated until all of the discriminative atoms are acquired.

The idea behind this approach is to learn a discriminative dictionary where the activations of the atoms
contain significant information to be used for classification. Thus, a sparse version of a multi-class linear
discriminant analysis (LDA) has been chosen for classification [7].
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Algorithm 1 DKSVD
1: procedure DKSVD(X, p0, I, κ)
2: inc = 1
3: for i← 1, I do
4: Φ← KSVD(X, p0)
5: Get sparse matrix A = [A1 A2 A3 · · · Aκ] that accomplish X = ΦA
6: Get D according to Ec. (3)
7: Get Φd and Rem
8: if Rem = ∅ then
9: inc = 0

10: end if
11: while inc = 1 do
12: Get X̂ by removing the input signals corresponding to the discriminative atoms
13: Φ← KSVD(X̂, p0)
14: Get sparse matrix A that accomplish X̂ = ΦA
15: Get D according to Ec. (3)
16: Get Φd and Rem
17: if Rem = ∅ then
18: inc = 0
19: end if
20: end while
21: ΦD ← [ΦD Φd]
22: Remove randomly a signal per class
23: end for
24: ΦD ← [Φc1 Φc2 · · · Φcκ] where Φcκ = [φ1

c1 φ
2
c2 · · · φIcκ]

25: return ΦD

26: end procedure

3 EXPERIMENTS AND RESULTS

The Caltech 101 database is used for this work [8]. This database is widely used and it contains 9144
images corresponding to 101 different objects (classes) with an extra background class. The images have an
average size of 60,000 pixels (300 × 200). The number of images belonging to each class varies from 31
(inline skate) to 800 (airplanes). The images corresponding to the background and faces classes were not
taken into account for this work. Thus, a total of 100 classes were considered.

To balance the database, a total of 30 images from each class were randomly selected, of which 15 were
used for training and the remaining ones for testing purposes. In the pre-processing stage, the region of
interest of each image was automatically cropped, converted into gray scale, normalized using histogram
normalization, resized to 32×32 and finally converted into vectors of length 144 using Principal Components
Analysis (PCA) [9].

The matrix of input signals X ∈ R144×3000 was built by staking side-by-side the input matrices corre-
sponding to each class, i.e. X = [Xc1, Xc2, · · · , Xc100]. Next, the signal matrices Xtrain ∈ R144×1500 and
Xtest ∈ R144×1500 were constructed by randomly selecting signals from each class in X .

The first step of our method is to obtain the initial dictionary. In this step no information about classes
is required. To accomplish this task the standard KSVD algorithm is used [1]. In the following step, the
representation coefficients of Xtrain are obtained by applying the OMP algorithm [6]. By considering the
representation coefficients, the matrix D which contains significant information about the discriminative
power of each atom in the initial dictionary, is constructed. The image appearing on the left of Figure
1 shows a representation of the matrix D. It can be seen that, for most of the classes, the atoms have
a high variability of activation frequency. On the right of Figure 1, a 3-D representation of matrix D,
where the elements of each column are now shown in decreasing order of magnitude, is presented. It
can be clearly seen that, for instance, the 258th-atom contains high discriminative information for class 3
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Figure 1: Difference of activation frequency. Matrix D (left); Matrix D with decreasingly reordered columns (right).

(D(258, 3) = 11.48). On the studied database, by considering 15 input signals for training and testing, a
classification accuracy of 24,6% was obtained. Compared with the use of a dictionary learned by means of
the standard KSVD, whose classification accuracy resulted in 21,3%, our result is encouraging.

4 CONCLUSIONS

A new approach to pattern recognition using sparse representations was presented. The results show that
the design of a discriminative dictionary is a suitable technique to be used for multi-class classification tasks.
Although far more research is needed in order to improve the classification performances, the approach
constitutes a promising method for learning a discriminative dictionary. For future work we propose to use
over-sampling techniques [10] for increasing the size of the database. The effects of using different types of
classifiers will also be studied.
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