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Emotion Recognition in Never-Seen Languages
Using a Novel Ensemble Method With Emotion

Profiles

Enrique M. Albornoz, and Diego H. Milone, Member, IEEE

Abstract—Over the last years, researchers have addressed emotional state identification because it is an important issue to achieve

more natural speech interactive systems. There are several theories that explain emotional expressiveness as a result of natural

evolution, as a social construction, or a combination of both. In this work, we propose a novel system to model each language

independently, preserving the cultural properties. In a second stage, we use the concept of universality of emotions to map and predict

emotions in never-seen languages. Features and classifiers widely tested for similar tasks were used to set the baselines. We

developed a novel ensemble classifier to deal with multiple languages and tested it on never-seen languages. Furthermore, this

ensemble uses the Emotion Profiles technique in order to map features from diverse languages in a more tractable space. The

experiments were performed in a language-independent scheme. Results show that the proposed model improves the baseline

accuracy, whereas its modular design allows the incorporation of a new language without having to train the whole system.

Index Terms—Emotion Recognition, Ensemble Classifier, Emotion Profiles, Not-yet-encountered Languages.

✦

1 INTRODUCTION

INTERPERSONAL communication involves a lot of implicit
and explicit information that can be present in speech,

body language, facial expressions, and biosignals [1], [2],
[3], [4]. Humans are very good at interpreting implicit
information in these messages and they are able to arrive
at diverse judgements about the messages and the speaker
states. In the scientific community, the concept of speaker
state is used in different scopes, where the word “state” can
refer to emotional states, psychological states, intoxication
or sleepiness degrees, or specific illness states. Over the last
years, the recognition of diverse speaker states has become
a multi-disciplinary research area that has drawn great
interest [5], [6], [7], [8]. These issues play an important role
in the improvement of human-machine interaction, security,
and medical diagnosis, among others. These applications, as
commercial products, would have to deal with some current
challenges, such as coupling of tasks, continuous modelling,
robustness, more realism, cross-corpus, and the ability to
operate using never-seen languages [9].

Emotions have been long debated by psychologists, con-
fronting those who propose universality versus those who
argue that the expression of emotions vary by culture [10],
[11], [12]. Although the theories seem to be in opposition,
recent researches attempt to consider both universality and
cultural variation [13], [14]. Emotion perception is the ability
to recognise emotions in faces, voices, and cultural artifacts
(such pictures or music) and the cross-cultural studies are
mainly supported by analysis of facial expression and have
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been supported less often by research in vocal expressions
[10], [15]. As can be noted in the current literature, this
challenge have not been solved in the psychological field yet
and its application in automated systems is further novel.
Recently, Pell et al. [14] have studied how monolingual
speakers are able to recognise basic emotions from non-
sense utterances produced in their native language and
in foreign languages. They argue that the people ability
to understand emotions in speech is partially independent
of linguistic ability and involves universal principles, al-
though this ability is also shaped by linguistic and cultural
variables. In [13], the mechanisms underlying the human
perception of emotional expressions are investigated us-
ing the cross-modal analysis of realistic emotional stimuli.
The authors analysed the effect of culture and language
specificity on emotion recognition, and studied how the
subjects familiarity and exposition to the language and cul-
ture influences their perception. Meanwhile, Argstatter [16]
evaluates if perception of basic emotions in music is culture-
specific or multicultural. His results give some evidence of
pan-cultural emotional sentience in music. However, some
cultural, emotional and item-specific differences have arisen
in emotion recognition.

As mentioned in [17], it is possible to say that only a
few recent studies address cross-corpus emotion recognition
and, furthermore, issues like emotion recognition on never-
seen languages need to be investigated. Moreover, the mod-
els should manage the specific information of each language
and should propose techniques to map the information or
to perform late fusion with specialised classifiers. Dealing
with never-seen languages is not trivial but, as already
stated, it is an desired and necessary functionality that the
next generation systems should have. For example, we can
consider a security system that evaluates the stress level
of a speaker. It is very important that the system works
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with never-seen languages since training the system for
all possible languages would not be feasible. Although the
system might be able to identify the spoken language, either
automatically, informed by user or using the area code
in a telephonic system, it may not have the amount of
information needed to create a language-dependent system.
In addition, if the language is identified, it may be possible
to adapt the system using information obtained from the
more similar languages for this task. An approach to this
case will be addressed in this work.

The use of speech signals is the most widespread in the
context of emotion recognition, possibly because it carries
more information than others (it could be debatable depend-
ing on what kind of information is being discussed) and to
the earlier availability of the first databases for this task.
Feature extraction of speech has been focused on different
aspects: speech production, characteristics of speech signals,
speech perception, etc. Most researchers have analysed the
prosodic features and spectral information [18], [19], [20].
Some of the widely-known features used in literature are
Mel-frequency cepstral coefficients (MFCC), linear predic-
tion cepstral coefficients (LPCC), perceptual linear predic-
tion coefficients (PLPC), and formant features [21], [22], [23].
With regard to classification, several standard techniques
have been explored for emotion recognition: Gaussian Mix-
ture Models (GMM), Hidden Markov Models (HMM), Mul-
tilayer Perceptron (MLP), Support Vector Machines (SVM),
k-nearest neighbour (k-NN), and Bayesian classifiers [22],
[24], [25], [26]. At present, the combination of standard
methods, such as fusion, ensemble or hierarchical classifiers,
has become the focus of state-of-the-art studies [27], [28],
[29], [30].

As Schuller and Weninger [9] mentioned, some currently
dominant trends might characterise the next decade of re-
search in computational paralinguistics. Despite the recent
developments in this field, there are still some black spots
in literature. One of these trend topics is to overcome cross-
language and cross-cultural barriers. Usually, experiments
to classify emotions are performed with cross-validation
using one corpus. For this scheme, called “within corpus”,
the community recommends the Leave-One-Subject-Out
(LOSO) cross-validation as the most suitable technique to
ensure speaker independence [31]. These approaches (using
one corpus) lead to highly adapted models that have not
enough generalisation capability for other corpora [17].

Due to the lack of specific studies on recognition of emo-
tion in unseen languages, the background for similar tasks
will be reviewed. Multi-corpus analyses have been explored
in [32], where the focus is on testing some techniques for fea-
ture extraction or for classification using several databases
in an isolated way. The cross-corpus evaluation for emotion
recognition is appropriate to judge the generalisation ability
of the models [17]. In addition, a commercial product would
frequently have to deal with this kind of testing conditions.
Another advantage of cross-corpus evaluation is the easy
reproducibility of the results because the partitions are well
defined in the task itself. In one corpus emotion recogni-
tion, this issue has been addressed and many emotional
databases include explicit partitions for training and test-
ing (e.g., FAU Aibo, RECOLA). Although cross-corpus is
an interesting topic, very few studies use one corpus for

training and a different one for testing [33], [34]. Schuller
et al. [17] proposed a model to evaluate cross-corpora with
six corpora using a well-known set of features and support
vector machines. They used categorical and dimensional
labels in diverse experiments with different numbers of
classes. In each case, the training sets were composed of
one corpus or a combination of corpora, while a different
corpus was used for testing. In any case, they showed a poor
performance in cross-corpus recognition, which was par-
tially improved by using corpus or speaker normalisation.
In the same line of thought, some researchers have worked
con cross-language including less researched languages of
more distant language families such as Burmese, Romanian
or Turkish [35]. Eyben et al. [36] used four corpora to test
cross-corpus emotion recognition. Categorical and dimen-
sional labels are mapped onto a representation of valence
with the three classes: positive, neutral, and negative. The
exploration to find a set of generic and corpus-independent
acoustic features was partially successful as stated in [36].
Common techniques of feature selection show low cross-
data generalisation and do not reduce over-fitting. In a
similar way, Schuller et al. [34] presented an interesting
study using a combination of databases with a unified
labelling scheme (dimensional labels: arousal and valence).
They proposed data agglomeration and voting to improve
the performance of classifiers. However, the unification of
labels involves a loss of information because this mapping
cannot provide the same meaning expressed by the origi-
nal human labellers. An alternative could be to guide the
selection of features to those that optimise the classification
in the multitasking scheme (multiple languages). This idea
was recently presented to recognise emotions from singing
and speaking [37].

In the context of emotion recognition systems in never-
seen languages, it is important to work on the hard clas-
sification idea (prototypical classification) in order to take
advantage of the emotional information of the available
languages in the system modelling. Unlike traditional clas-
sification problems where pattern labels must be definitely
correct, in emotion recognition this is not usually guaran-
teed. Corpora are commonly labelled by a group of humans
who do not know which emotion was really expressed
by the speaker. Consequently, the labels for an utterance
do not agree on one common class and similar classes
are regularly confused. Finally, the resulting labels could
be split in prototypical emotions, when the utterances are
consistently classified by a set of human evaluators, and
in non-prototypical emotions, when they are not recognised
consistently [38]. As can be seen, this situation becomes even
more complicated when trying to model the prototypical
emotions using several languages. A way to address this in
a standard emotion classifier is by using different weights
for those classification mistakes that also take place in
human labelling [39]. The ambiguity in the labelling made
by humans, evidences that one utterance could have non-
prototypical emotional content ([38], [40]). It means, the
utterance could have a relationship with several emotion
classes, maintaining a certain degree of membership to each
class. We believe that this idea can be very productive in a
multiple-language scheme to predict emotions in never-seen
languages because non-prototypical emotions are expected.
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Figure 1. Graphical schemes of a standard classifier (top, SC) and an ensemble classifier (bottom, EC).

Mower et al. [38] suggest that classifying non-prototypical
utterances using only models trained with prototypical ut-
terances may be unfavourable. In this line of thought, the
Emotion Profiles (EP) [41] and the Anchor Models (AM) [42]
have been defined for emotion recognition. There are some
works that explored the use of EP and AM for language and
speaker recognition [43], [44] and music recommendation
[45], and some recent works proposed these techniques for
emotion recognition [46], [47], [48], [49], [50]. Cao et al. [51]
presented a similar idea through a ranking approach where
binary-ranking SVMs are trained for individual emotions
(one-vs-all) and the predictions from all rankers are com-
bined to perform a multi-class prediction. A recent work
employed a weighted SVM method to demonstrate that the
best accuracy is reached when prototypicality information
is explicitly used [52].

In this work, we propose an emotion recognition model
to deal with unseen language problems. Our model is
designed in an ensemble framework where the diverse
languages used for training are independently modelled
and the results for the tested language are fused at decision
level. The EP approach is used as a mapping method inside
the model. The model is tested in a leave-one-language-out
scheme using categorical labelled corpora. Furthermore, we
present a discussion of a practicable application and the
analysis of some similarities among languages that could
indicate what language is more predictable from another
one and what kind of languages could be used together to
train a model.

In the next section, the proposed model is introduced.
Section 3 deals with the experimental set-up and presents
the implementation details. In addition, it explains the
validation schemes and addresses a real case application.
Results are presented and discussed in Section 4. Finally,
conclusions and future works are presented in the last

section.

2 STANDARD CLASSIFIERS AND PROPOSED

MODEL

The general schemes of traditional and state-of-the-art clas-
sifiers are introduced below and then a new classifier for
emotion recognition in never-seen languages is presented.

Firstly, two well-known classifiers for emotion recogni-
tion are introduced (Fig. 1). The simplest one is the single
standard classifier (SC), where a set of features is used to
classify patterns among the different classes. The other one
is the ensemble classifier (EC), where, keeping the same
goal, a set of classifiers is trained and the final decision is
a combination of predictions from these multiple classifiers.
Each single classifier can have a specific set of features
and configuration in order to achieve more versatility and
confidence. Ensemble classifiers can be used in two basic
ways: classifier selection or classifier fusion [53]. In the first
one, each classifier is trained in a specific region of the
pattern space and then its decision will be more important
when a neighbour pattern is classified. In the other case,
all classifiers are trained using the entire feature space and
then the key is to combine them to achieve a lower error. In
this work, we propose an ensemble scheme (bottom of Fig.
1) where each recogniser (feature extraction and classifier)
is adapted and trained using one specific language. For the
final decision, two strategies are used to combine ensemble
member decisions: majority voting and combining continuous
outputs. In majority voting the class C∗ is the one that
receives the highest number of votes, even when the sum
does not exceed 50% of the votes [53].

C∗ = max
c

K�
k=1

dk,c(x) , (1)
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Figure 2. Schematic representation of an Emotional Profile: level of
confidence for each class-specific binary classifier.

where c ∈ [1 . . .Nc] and Nc is the number of classes, K is
the number of classifiers, dk,c(·) ∈ {0, 1} is a binary decision
of the kth classifier with respect to class c, and x is a feature
vector.

Usually, it is possible to have classifiers that provide
continuous output for the classes (dk,c(·) ∈ [0, 1]). This
could be considered as the degrees of support given to
the classes by the classifier, and sometimes it can also be
understood as posterior probabilities. In order to apply the
diverse combination rules, and for a better understanding,
Kuncheva’s decision profile matrix is defined as KDP (x),
where each row is the support of a classifier for all the
classes and each column has the total support for a specific
class. In this work, both binary and continuous outputs are
used. Graphical schemes of Standard Classifier (SC) and
ensemble classifier (EC) are showed in Figure 1.

2.1 Emotional Profile Classifier

The EP technique describes the confidence between every
emotional label and the utterance; that is to say, the ut-
terance is expressed in terms of the emotions present in
that utterance [41]. Hence, in the case of a non-prototypical
emotional expression, the emotional information is kept
and it would be associated to the emotional labels with
different degrees of membership. These models are imple-
mented basically in two stages. In the first stage, the profiles
are created by mapping the source features into a profile
space, whereas, in the second stage, the profiles represent
the inputs of a classifier that gives the final decision. The
dimension of profiles is defined by the number of classes
(Nc) and the values are similarity scores. These values are
usually computed with Nc binary classifiers, where each
one is pre-trained using one class versus all the rest (Fig.
2). The methods described below follow closely these ideas,
extending them to different types of classifiers.

The implementation of a classifier based on Emotional
Profile (EPC) could be explained as a two-step classifier.
First, a set of Nc emotion-specific binary classifiers is
created. Each classifier is trained to distinguish between
class class c and not class c, and each feature set could
be optimised. Then, the continuous outputs of the binary
classifiers are used to create the EP vector that represents the
confidence of each emotion-specific decision (Fig. 2). In the
second stage, the EP vector is used as input of a multi-class

classifier and, finally, a class label is assigned to the utter-
ance. As it was discussed, the EP classifiers would have an
inherent benefit when the utterances have non-prototypical
content. Therefore, it would be appropriate to consider this
type of classifiers in a multi-language scheme. While Ekman
et al. [54] showed that humans can distinguish the basic
emotions across cultures, the perceptual tests on different
corpora indicate that non-prototypical content should be
considered to get more useful information in automatic
systems. Figure 3 shows a general diagram of a classifier
based on EP.

2.2 Proposed Classifier For Emotions In Never-Seen

Languages

In this novel task, we present a model that can be trained
using information from a set of available languages and that
can predict emotions in a never-seen language. We take the
standard leave-one-out technique for emotion recognition
and adapt it to define a leave-one-language-out scheme. A
first strategy could be to leave one language out for testing
while all the others are put together to train the system.
To do this, a normalisation over all training data would
be required, which leads to some language characteristics
being lost at feature level. In a different way, our system
is defined to model each single training language with a
different set of features and classifier. In this first stage, it
tries to model the language peculiarities and then to map
the information into a common space using the Emotional
Profiles. The aim is to reach a common space from the spe-
cific characteristics of each language. In the second stage, the
EP are classified in the emotional labels using one classifier
per language. This step is performed because categorical
labels are expected as final output of the system. Finally, the
categorical labels are combined in the decision-level fusion
(late fusion) scheme to get the final result. It is expected
that the combination of information obtained independently
will be the best approach to the final hypothesis. In order to
apply this fusion, (1) is used. In summary, our system allows
extensive flexibility in choosing features and classifiers for
each training language while it avoids the correlation at fea-
ture level that is produced when several languages are used
together. Despite the more tedious learning process, the
modular design is favourable for the isolated re-training of
each language and it allows easily including a new language
to the trained system. Figure 4 shows a graphical scheme of
the proposed model called ensemble EP classifier (EEPC).
In the test stage, the never-seen language k is evaluated in
every module (trained for languages 1 . . . k−1) and the final
label is computed considering the k−1 categorical emotional
labels.

3 EXPERIMENTS

3.1 Emotional Speech Corpus

Publicly available speech data for different topics of re-
search in paralinguistics is still sparse [9] and one of the
biggest problems of cross-corpus emotion recognition is the
mismatched acoustic conditions between training and test
data [17]. Despite the large number of corpora available for
the emotion recognition task, they usually have different
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Figure 3. Diagram of an Emotional Profile Classifier (EPC).
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Figure 4. Graphical scheme of the proposed Ensemble Emotional Profile Classifier (EEPC).

recording conditions; are developed as acted, elicited or
spontaneous; have different labels (categorical, dimensional,
etc.); are expressed in different languages; or have an im-
balance among classes. Furthermore, it is not trivial to find
a database developed in several languages simultaneously
[55]. In order to obtain performances influenced only by
language characteristics, corpora recorded under the same
conditions are required. Since our proposal aims to be an
approach to a system that can model languages indepen-
dently while providing language-independent results, we
performed experiments using RML emotion database [56].
The corpus is freely accessible1 and was used in several
recent studies [57], [58], [59]. The video clips were recorded
with a digital camera (using 30 FPS) in a bright and static
environment, with a simple background. Each sample has
a length of about 3-6 seconds with an initial silence, and
the audio were recorded at a sampling rate of 22050 Hz.
The corpus contains 720 audiovisual emotional utterances
from 8 male subjects, speaking 6 languages and expressing
6 basic emotions: anger, disgust, fear, happiness, sadness,

1. http://www.rml.ryerson.ca/rml-emotion-database.html.

and surprise. The distribution of the languages and subjects
is: English (7 subjects), Mandarin (4 subjects), Urdu (4 sub-
jects), Punjabi (1 subject), Persian (3 subjects), and Italian (2
subjects). For each subject, the amount of utterances for each
emotional class is balanced (about 5 sentences per emotion
for each subject). Then, the distribution over languages is:
Urdu ∼ 4×5×6 = 120 utterances, Persian ∼ 3×5×6 = 90
utterances, and so on. Each utterance has one categorical
emotion label. The subjects had to express their emotions
as naturally as possible, recalling experiences of their lives.
A list of emotional sentences were used as reference only,
then the subjects could express their emotions by using the
same sentence structure, variations or different sentences
according to their cultural background.

In addition, it is important to mention that this database
allows evaluating the model with six categorical labels,
different from cross-corpus approaches where these are
mapped in some dimensional labels. Moreover, a normali-
sation across corpora ([17]) would not be necessary because
the different languages have been recorded under the same
conditions.
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3.2 Features Extraction

Although the database is audiovisual, in this work only
speech is considered. A Wiener-based noise filter ([60])
was applied to the audio signals in order to reduce the
noise present in the recordings. As all utterances have an
initial silence, the noise could be easily modelled. Then, the
endpoints of speech utterances were computed using a voice
activity detector based on Rabiner and Schafer method [61].
Audio segments in which the power of signal was lower
than 1% of the maximum power of signal were discarded.

The features used in this work included the prosodic
and spectral ones [21], [22]. The prosodic features in emo-
tion recognition have already been studied and discussed
extensively [18], [62], [63]. The toolbox provided by Gian-
nakopoulos and Pikrakis [61]2 was used to compute the
prosodic features: zero crossing rate, energy, energy entropy,
and fundamental frequency. The spectral features include
spectral entropy and MFCC, widely known in emotion
recognition [21], [22], [28]. For each emotional utterance, the
first 13 MFCC were calculated within Hamming windows
of 25 ms with a 25 ms frame shift (using AALC toolbox).
We also considered the mean of the log-spectrum (MLS)
coefficients, defined as

S(k) =
1

N

N�
n=1

log |v(n, k)|, (2)

where k is a frequency band, N is the number of frames
in the utterance, and v(n, k) is the discrete Fourier trans-
form of the signal in frame n. These were computed using
spectrograms from non-overlapped Hamming windows of
25 ms. The first 30 MLS coefficients, corresponding to lower
frequencies (0 − 1200 Hz), were considered because they
have the most useful information [29]. In addition, a novel
set of features based on an auditory spectrogram is used
for emotion recognition. Yang et al. [64] proposed a model
based on neurophysiological investigations at various stages
of the auditory system. This model consists of two stages.
The first one allows obtaining an early auditory spectrogram
of the temporal signal at the auditory nerve fibres level. The
second stage mimics a model of primary auditory cortex in
mammalians to process the spectrogram. The first part of
the model is composed of a bank of cochlear overlapping
filters with centre frequencies that are uniformly distributed
along a logarithmic frequency axis. In five steps, feature V5
results the short-time average computed on the positively-
valued derivatives, which are calculated on the amplitudes
of extrema points of each cochlear filter output. This process
provides 128 coefficients representing the range of 0 to 4000
Hz, not equally distributed in frequencies (for example, the
first 71 coefficients correspond to the [0−1200] Hz interval).
The quantity and frequency distribution of the filters proved
to be satisfactory for discriminating important acoustic clues
and for appropriately reconstructing speech signals [65].

The mean of the log-spectrum using the auditory spec-
trogram (MLSa) is defined as

Sa(k) =
1

N

N�
n=1

log |a(n, k)|, (3)

2. AALC toolbox

where k is a frequency band, N is the number of frames
in the utterance and a(n, k) is the k-th coefficient obtained
by applying the auditory filter bank to the signal in frame
n. The MLSa was computed using auditory spectrograms
calculated for windows of 25 ms without overlapping. In
order to obtain the representation of sound in the auditory
model, a Matlab implementation of the Neural System Lab
auditory model was used3. As in the MLS case, only the [0−
1200] Hz range was considered. All features were computed
at frame level, and then the mean and standard deviation of
all features over the whole utterance was calculated. Finally,
the 238 features were arranged in a vector for each utterance.
A feature selection approach is carried out in each classifier
and it will be explained in the next section.

3.3 Classifiers

To perform the experiments, Support Vector Machine was
chosen as a classifier since it is a supervised learning method
widely used in this field of study. In order to apply this,
the LIBSVM library4 was used. In each classification task,
several features sets were created using the F-Score mea-
sure [66]. F-score is a simple method which measures the
discriminative capacity of two sets of real numbers. Then,
given the feature vectors in R

N , the N features are ranked
depending on their discriminative capacity [67], and the
feature sets are formed using the k best features. For every
feature set, SVM parameters were explored in order to create
the best classification model. Radial basis function kernels
are used in the SVM models and their accuracies were com-
puted using a 5-fold cross-validation scheme, considering
only the training data. As a result, we obtained the weighted
accuracy and the best parameters for each feature set. In a
second step, a new SVM model was trained with the whole
training data for the task, using the settings that achieved
the best accuracy in the exploration step.

It is noteworthy that all experiments were also per-
formed using multilayer perceptrons; however, the results
are not presented here because the SVMs were better even
in the case of multi-class classifiers.

3.4 Validation

This section introduces the different validation schemes
used in the experiments. It is important to mention that, for
all the experiments, all the coefficients in vectors were nor-
malised. For that purpose, maximum and minimum values
(for each dimension) from the training set were extracted,
and then the training and test vectors were normalised using
these values.

Within corpus scheme

For each language, we compute the within-language recog-
nition accuracy by 4-fold stratified cross-validation (SCV).
This preliminary classification allows setting the first base-
lines, and these results would represent the maximum
achievable score if the system is trained and tested using
the same language. Our objective is to predict emotions in
never-seen languages, so these results will only be the first
guidelines.

3. Neural Systems Lab., Institutes for Systems Research, UMCP. http:
//www.isr.umd.edu/Labs/NSL/

4. Software available at http://www.csie.ntu.edu.tw/∼cjlin/libsvm/
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Cross-language scheme

In our experiment, we considered the leave-one-language-
out cross-validation technique to obtain a performance es-
timation on never-seen languages. In this line of thought,
we introduce two cross-language schemes (considering N

languages):

• 1-vs-1: in this case, two languages are available, so
one language is used for training and the other one,
for testing.

• (N − 1)-vs-1: in this case, one language is used for
testing, while the remaining languages are available
for training. In this situation, we propose using the
training data in two ways: as mixed language set
and as late fusion of the classifiers modelled for each
language. In the first case, all the training languages
are grouped together in one set to train the system,
while, in the second one, language-specific classifiers
are modelled and the results are combined to obtain
the final decision.

A simulated case of real application

All the mentioned validation methods lead to emotion
recognition in a never-seen language; then the system could
be considered blind with respect to the tested language. In
this section, we propose a simulated case of real application
where the tested language is known, but there is no avail-
able data to train the model. For example, an application
that works on telephony could identify the language by
using the area code or some automatic language recognition
system [43]. If we think of an application for a specific task,
it would be very usual not to have enough data to train
the system for all possible languages. However, it would
be possible to know which languages are more suitable
for predicting emotions in other languages. Following this
line of thought, the system should be capable of managing
different languages and modelling each one independently,
and then knowing the tested language to arrange the system
appropriately to achieve an optimal result. Our proposed
classifiers allow this flexibility and some preliminary results
are discussed in the next section.

4 RESULTS AND DISCUSSION

The first classification results are achieved by training and
testing on each language in isolation, considering the six
emotional classes. Even though our objective is to predict
emotions on never-seen languages, these results give us an
idea about the performance that can be obtained in the best
situation (appropriate data is available for training). Then,
4-fold cross-validation per language were used and the
average accuracies are shown in Table 1. Each SVM classifier
was optimised using 5-fold CV on its training partition, as
was mentioned in Section 3.3. On average, performance is
70.58% using this classification scheme (language depen-
dent).

In Table 2, we present the results obtained for the six
emotional classes using one language to train the system
and another one for testing. The languages used for training
are in rows, while the columns show the languages used for

Table 1
Results of Training and Testing on the Same Language.

Language Mandarin English Italian Persian Punjabi Urdu

Average
0.81 0.70 0.45 0.61 0.84 0.83

accuracy

Table 2
Results of Using One Language for Training and a Different One for

Testing.

Training

languages

Tested languages
Mandarin English Italian Persian Punjabi Urdu

Mandarin 0.42 0.35 0.33 0.54 0.43
English 0.52 0.33 0.54 0.77 0.62
Italian 0.35 0.34 0.40 0.31 0.41
Persian 0.40 0.45 0.43 0.46 0.55
Punjabi 0.39 0.35 0.22 0.41 0.60

Urdu 0.56 0.43 0.31 0.49 0.81

Table 3
Performance on Never-seen Languages, Trained With Mixed

Languages.

Classifiers
Tested languages

Mandarin English Italian Persian Punjabi Urdu

SC 0.60 0.53 0.47 0.56 0.65 0.60
EPC 0.50 0.48 0.41 0.54 0.65 0.53

testing. This scheme supports the first approach of cross-
language scheme (1-vs-1) to emotion recognition in never-
seen languages. The results show what could be expected
from a system trained with a different language, reaching
45% on average. Summarising the results presented, it is
possible to say that this is the reference score for emo-
tion recognition in a never-seen language using a standard
multi-class classifier. As 70.58% was the average score for
a language-dependent scheme, this could be considered as
the maximum achievable score for the never-seen language
scheme under these experimental conditions.

As we mentioned, there are some ways of combining
the available languages in order to train the system, keep-
ing one never-seen language for testing. Now we present
the results obtained using mixed languages (set of N − 1
languages) in the training sets. For these experiments, we
implemented the two classifiers described in Section 2: SC
in Fig. 1 and EPC in Fig. 3. The results are shown in
Table 3, where the used classifiers are presented in the first
column and the other columns show the performances on
different never-seen languages. As can be seen in the table,
the standard multi-class SVM performs better than the clas-
sifier implemented using EP. On average, SC reaches 56.8%,
whereas EPC obtains 52.1%. These results could indicate
that the EP models are not able to handle different emotion
classes in several languages simultaneously. While emotions
of the same class could share information among diverse
languages, the arrangement of classes in the feature space
would not be similar for different languages. Therefore, the
binary division of the space proposed by EP models would

Page 7 of 17 Transactions on Affective Computing

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

si
nc

(i
) 

R
es

ea
rc

h 
C

en
te

r 
fo

r 
Si

gn
al

s,
 S

ys
te

m
s 

an
d 

C
om

pu
ta

tio
na

l I
nt

el
lig

en
ce

 (
fi

ch
.u

nl
.e

du
.a

r/
si

nc
)

E
. M

. A
lb

or
no

z 
&

 D
. H

. M
ilo

ne
; "

E
m

ot
io

n 
R

ec
og

ni
tio

n 
in

 N
ev

er
-S

ee
n 

L
an

gu
ag

es
 U

si
ng

 a
 N

ov
el

 E
ns

em
bl

e 
M

et
ho

d 
W

ith
 E

m
ot

io
n 

Pr
of

ile
s"

IE
E

E
 T

ra
ns

ac
tio

ns
 o

n 
A

ff
ec

tiv
e 

C
om

pu
tin

g,
 2

01
6.



For Peer Review Only

8 IEEE TRANS. ON AFFECTIVE COMPUTING, VOL. XX, NO. X, MONTH 20XX

Table 4
Performance on Never-seen Languages, With Modular Training and

Late Fusion.

Classifiers
Tested languages

Mandarin English Italian Persian Punjabi Urdu

EC[#1] 0.53 0.44 0.29 0.52 0.81 0.65
EC[#2] 0.54 0.47 0.41 0.54 0.73 0.68
EEPC[#1] 0.48 0.40 0.35 0.54 0.77 0.62
EEPC[#2] 0.52 0.48 0.41 0.57 0.81 0.70

not be useful for this scheme (multiple mixed languages)
and another scheme is required to develop a system that
can handle multiple languages, preserving the EP advan-
tages. These results show that classical schemes to process
prototypical emotions seem not to perform well when the
labels for an utterance do not agree on one common class.
The Emotional Profiles is an appropriate technique to deal
with these cases. Furthermore, utterances with ambiguous
emotional contents would be more likely in schemes where
emotion recognition is carried out on a language different
from those used for training.

The last set of experiments is performed on classifiers
with modular language modelling and late fusion of results.
As we stated, our objective with this new scheme is to keep
the characteristics of the language as much as possible. Table
4 shows the classification accuracy for EC and EEPC. For the
combination of class labels, both results fusion techniques
were considered: [#1] majority voting and [#2] combination
of continuous output. The first column presents the classi-
fiers and the remaining columns show the performance on
each never-seen language. As can be observed in this table,
all classifiers work well in this scheme and the combination
of continuous output ([#2]) is always better than majority
voting ([#1]), except for Punjabi. The proposed EEPC [#2]
reaches a 58.1% on average, outperforming the EC [#2]
in about 2%.5 It is important to note that the SC method
perform well, however, a direct comparison with ensemble
methods could not be fair. The modular models have im-
portant advantages: they should not be completely trained
if a language is added; each module can have a weight in
order to improve a decision for a particular language; and
train and test can be done in parallel in each module, among
others.

As mentioned above, for a specific application, it is
possible not to have enough data to train the system for
a particular language. However, this unseen language could
be known. In addition, it would be possible to think about
getting an estimation of the performance on the unseen
language using a system trained with only one different
language. A possible result is that shown in Table 1. In this
table, it can be seen which languages are better to predict
other languages and, in this regard, a priority order could
be established. Using such a priority order and the proposed
modular model EEPC, it is possible to configure the system
to use n known languages to predict emotions in the never-
seen language. Then, for each unseen language, different

5. All these results are computed in terms of unweighted accuracy.
We included the results in terms of precision, recall and F1-score as
supplementary material.

Table 5
Performance on Never-seen Languages Combining the Best Predictor

Languages.

# predictor languages Fusion method Average accuracy

all the available (5)
majority voting 0.53
continuous output 0.58

the top 4
majority voting 0.55
continuous output 0.58

the top 3
majority voting 0.55
continuous output 0.59

the top 2
majority voting 0.53
continuous output 0.58

the best (1)
majority voting 0.56
continuous output 0.56

numbers of classifiers were used to train the system and
the average results are presented in Table 5. In the first
column, the amount of classifiers used to train the system is
presented. The fusion methods are indicated in the second
column, while the average accuracy is informed in the last
one. The results obtained using only one language are the
same for both fusion methods, as it was expected, while the
results obtained using all available languages are the ones
presented previously (see Table 4). It can be observed that
combining continuous output gets always a better result and
the combination of the three languages with higher priority
produces the best average result. Although the differences
between these averages are not significant enough to draw
definitive conclusions, the variances tend to decrease when
more language are included in the decision.

In a last analysis, we have considered a non-fixed num-
ber of languages to predict each language; that is, emotions
in an unseen language were predicted using three lan-
guages, while four languages were used to predict emotions
in another language. This can be seen as a weighted com-
bination of several languages, in which the weights can be
real or binaries. These decisions will be led by the individual
performance on each language, and for this case (binary
combination) the optimal numbers of languages used to
predict emotions are the following: 5 for Persian and Urdu,
3 for English, 2 for Mandarin, and 1 for Italian and Punjabi.
Then, if the best adapted systems are used to recognise
emotions in the different languages, a 62.47% on average
is reached. This result is promising because it is better than
our blind approach (58.1%) and greater than the reference
average score achieved using one language for training
(45%). In addition, it is near the 70.58% obtained when the
system is trained and tested using the same language (that
is, the optimal condition).

The proposed approach to model the training languages
independently has two main advantages with respect to
mixed languages at data level. Firstly, there are no problems
of imbalanced data between languages and the results are
not biased in favour of a particular language. Secondly, if
normalisation is required, this will be performed on each
language and their parameters will not change if a new
language is added. Furthermore, the proposed system has
the ability to deal with the different training languages
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as modules, which are trained in an isolated way, and
the incorporation of a new module only requires a minor
change in the fusion function.

5 CONCLUSIONS AND FUTURE WORK

In this paper, we have presented a scheme to classify
spoken emotions in never-seen languages using categorical
labels. The proposed methods allow modelling each lan-
guage by using specific features and classifiers. The final
decisions in the never-seen language are computed as a
fusion of decisions obtained from classifiers trained with
known languages. We have shown that the proposed model
is improved when an EP mapping is considered within
each language. The results indicates that the models for
dealing with non-prototypical emotions are useful in cross-
language schemes. Regarding the objective evaluation, we
have defined the average baseline (45%) on never-seen
languages, using one language to train the system. Also we
proposed the optimal reachable score in 70.58%, considering
the same language for training and testing the system.
Standard and EP classifiers were evaluated on never-seen
languages using training sets with mixed languages. On
the other hand, ensemble systems with late decision were
proposed to model the training languages independently.
The EEPC model includes an EP mapping and reaches
the best performance (58.1%). We also analysed how this
proposal could be used in a real application with better
performance (62.47%). In future work, the EP models could
be improved, for example, by using fusion of diverse classi-
fiers or normalisation strategies for the different languages.
Also, more features and statistical functions, such as those
in openSMILE Emobase, will be considered. Furthermore,
we will investigate the performance of the proposed model
when each language-dependent component is trained using
data from different corpora.
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