sinc(i) Research Center for Signals, Systems and Computational Intelligence (fich.unl.edu.ar/sinc)

R.E. Rolon, L. Di Persia, H. L. Rufiner & R. Spies; "Most discriminative atom selection for apnea-hypopnea events detection”

Analesdel VI Congreso Latinoamericano de Ingenieria Biomédica (CLAIB 2014), pp. 709-712, oct, 2014.

VI Congreso Latinoamericano de Ingenieria Biomédica

VI Cogresso Latino-americano de Engenharia Biomédica

CLAIB 2014

VI Latin American Conference in Biomedical Engineering

Most discriminative atom selection for apnea-hypopnea events detection
R.E. Rolon!, L.E. Di Persial"?, H.L. Rufiner' >3 and R.D. Spies>*

I Centro de 14D en Sefiales, Sistemas e Inteligencia Computacional (sinc(i)), Fac. de Ingenieria y Cs. Hidricas, Univ. Nacional del Litoral,
Santa Fe, Argentina
% Consejo Nacional de Investigaciones Cientificas y Técnicas (CONICET), Argentina
3 Laboratorio de Cibernética, Fac. de Ingenieria, Univ. Nacional de Entre Rios, Entre Rios, Argentina
4 Instituto de Matemética Aplicada del Litoral (IMAL), Santa Fe, Argentina

Abstract— The sleep apnea-hypopnea syndrome is character-
ized by repetitive episodes of upper airway obstruction that oc-
cur while sleeping, usually associated with a reduction in blood
oxygen saturation (Sa0,). This work presents a novel most dis-
criminative atom selection method to predict the occurrence
of apnea-hypopnea (AH) events. First two types of dictionar-
ies (one using class information and the other without it) are
estimated, then a greedy pursuit algorithm is used in order to
obtain the activation coefficients. The SHHS polysomnography
database which includes nearly 1000 polysomnograms, is used
for training and testing. A subset of the most discriminative
coefficients is then selected for each dictionary, training a pat-
tern recognition neural network to detect the AH events. Finally
these events from a test set of 64 studies with different grades
of illness are detected. Correlation coefficients of 0.90 and 0.74
are obtained for the dictionaries trained with and without class
information, respectively.

Keywords— Sleep apnea-hypopnea syndrome, Sparse represen-

tation, Dictionary, Neural network.

I. INTRODUCTION

The American Academy of Sleep Medicine distin-
guishes more than 80 different sleep disorders [1]. One of
those pathologies is the Obstructive Sleep Apnea-Hypopnea
(OSAH) syndrome. This syndrome is characterized by repet-
itive episodes of airway narrowing or collapse during sleep.
The current gold standard diagnostic test for OSAH is an
overnight polysomnography in a sleep laboratory which is
costly both in terms of time and money, and the accessibil-
ity in some areas is very limited. Due to its ease of access and
wide availability, pulse oximetry has become a very attractive
option for detecting OSAH, since a decrease in blood oxygen
saturation (SaO,) indicates respiratory problems.

In the last fifteen years, many different approaches to tradi-
tional signal processing problems were taken. Some of these
new formulations gave rise to techniques based on non-linear
systems and higher-order statistics, including Independent
Component Analysis (ICA) [2] and methods to obtain an
Sparse Representation (SR) [3] of a signal. They provide new
ways of phrasing the problems of signal modeling and rep-
resentation. One underlying idea is that of representing the
involved signals using only a few significant characteristics,
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Fig. 1: General diagram proposed for detecting AH events using a
dictionary ®.
e.g. as an SR with just a few basic waveforms. In a previous

work sparse representation of a SaO, signal was obtained by
means of an optimal dictionary used in order to detect OSAH
[4]. In this work a novel most discriminative atom selection
(MDAS) method to detect apnea-hypopnea (AH) events by
using a subset of the most discriminative atoms of a dictio-
nary is developed.

In this work we start by comparing the performances of
an overcomplete assembled dictionary (OAD), trained using
class information and a complete dictionary (CD), trained
without class information. Those dictionaries were used as
generators of an SR of the SaO, signal, preserving as much
as possible the morphology of the signal. After that, the most
discriminative activation coefficients are selected and used as
input of a pattern recognition neural network (NN) in order
to detect the respiratory events from the same dataset used in
the dictionary learning process. Fig. 1 shows a block diagram
of the system proposed for detecting AH events by using a
dictionary. In this figure, Pre-P denotes a pre-processing al-
gorithm for denoising and windowing the signal, OMP is a
greedy pursuit algorithm for estimating the activation coeffi-
cients of the dictionary of each signal frame, MDAS denotes
a feature selection method for estimating the most discrimi-
native atoms and the best number of inputs and hidden layers
of the NN, which has been previously trained to detect the
AH events by the activation coefficients, and the last block
is a post processing (Post-P) algorithm for eliminating spuri-
ous detections [4]. The next section describes methods used
to obtain the dictionary and the coefficients of an SR of a sig-
nal. Preliminary classification and correlation results are also
presented.

II. MATERITIALS AND METHODS

A. Sparse representation of signals

By a dictionary we shall mean a matrix ® € R¥*M (with
M > N) whose columns ¢; are waveforms called atoms. A
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representation of a signal § € R" in terms of the dictionary ®
is an expression of the form:

S

§=Y ¢,a; = @a, (1)
i=1

where @ = (a;) € RM.

The term “basis” instead of “dictionary” is sometimes
used. However, since the atoms are not required to be linearly
independent, and quite often more atoms that the space di-
mension are used, the latter is preferred. When there are more
waveforms in the dictionary than samples §, when M > N (re-
ferred to as an overcomplete dictionary), or when the wave-
forms do not form a basis, then there may be non-unique rep-
resentations of a given signal. In this situation a suitable cri-
terion is required to select only one of them. In this context,
sparseness often refers to the criterion of choosing a repre-
sentation with “as few non-zero coefficients as possible”, al-
though several other criteria can be used. In particular the
problem of an SR of § can be stated as follows:

min ||d||, subject to ®d =¥,

2

where || - ||, denotes the zero-norm.

It is important to note that although the mapping § — @ in
the representation (1) is obviously linear, if the dictionary &
is overcomplete, the mapping § — dsg, where dgg denotes the
solution of (2), is not necessary linear. Briefly said, under the
sparsity condition (2) the mapping signal-to-coefficients may
not be linear. Let us consider now the problem of finding SR
of a given family of signals with respect to a fixed dictionary
@, where constructing such a dictionary is part of the prob-
lem. Clearly one could build up the dictionary using all the
signals in the given family. Although this choice of & will
result in optimal sparsity, most likely it will be highly unde-
sired, mainly because of its size and redundance. It becomes
then necessary to find a dictionary that be optimal, in a certain
sense, for a given family.

B. Learning of the dictionary

A slightly more general framework is assumed, where Eq.
(1) is modified to include an additive Gaussian noise £ as

follows: .
s=dd+E. 3)

Following usual ICA terminology, Eq. (3) is referred to as
the generative model, meaning that one generates the signal
5 from a set of hidden sources a;, arranged as a state vec-
tor d, using a dictionary ®. The sources a; are initially as-
sumed to be statistically independent with a joint priori den-
Sity Tprior(d) = Hij‘-”: | ®(a;). The atoms of @ can be estimated
by maximizing the log-likelihood function of the data given
the dictionary [5], L(5,®) = E[log 7(5|®)], i.e. as follows:
& = argmax L(5, D).
B

“4)

The log-likelihood function can be found by marginaliz-
ing the product of the conditional distribution of the data
given the dictionary and the prior distribution of the coeffi-
cients. That is: 7(5|®) = [pm 7(5|P, @) Tprior (@) dd. The max-
imum in Eq. (4) can also be approximated by using a gra-
dient ascent method with the updating rule A® = NA:((5—
CIDZiMAp)Ei;,,AP —®H™1), [6, 7]. Where dy4p denotes the mode
of the posterior distribution of the coefficients, i.e. dyap =
argmax Mpost (| P, 5).
aeRM

In order to obtain @ and the vector coefficient d, the imple-

mentation proposed by Lewicki and Olshausen [5] was used

at the dictionary training stage.

C. Orthogonal Matching Pursuit

The Orthogonal Matching Pursuit (OMP) algorithm pro-
poses a modification of the greedy Matching Pursuit algo-
rithm (MP) of Mallat and Zhang [8], where the full back-
ward orthogonality of the residual convergence is maintained.
It is shown that all additional computation required for the
OMP algorithm may be performed recursively [9]. The rea-
son for choosing this algorithm is because it provides a good
sparse approximated solution faster than most other methods
to solve (2).

Mallat and Zhang show a sequence of approximations
used for the MP algorithm in order to obtain an SR of the sig-
nal 5. It is assumed that @ has only m non-zero components,
and therefore the signal vector § = ®d is a linear combination
of m columns from ®. In the language of SR, it is common
to say that “s has an m-term representation over the dictio-
nary ®”. To identify one such a vector 4, it is necessary to
distinguish which columns of @ participate in the measured
signal §. The idea of the OMP algorithm basically consists in
properly selecting columns of ®. At each iteration, the col-
umn most correlated with the current residual of § is taken.
Then the residual is updated and iterated. In this way, after m
iterations the algorithm will choose a set of m columns of &
[10].

D. Most Discriminative Atoms Selection

Given a fixed dictionary, most discriminative atoms selec-
tion (MDAS) is a novel method developed in order to improve
the NN performance in Fig. 1. The idea behind this method
is to select the most discriminative atoms of this dictionary.
Then each activation coefficient (obtained applying MDAS
method) which corresponds to each discriminative atom is
taken into account as input of the NN.

The feature selection is obtained by computing the atom
activation frequency given the class here being (with and
without AH). The candidates to be considered as input of the
NN are then those atoms with higher absolute difference be-
tween frequency activation for each of the classes. That is, if
some atom is active many times for signals with AH events
than for the signals without AH events, it is taken into ac-
count.
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E. Neural Network Classifier

This work is focused on the development of a novel
method to detect AH events. In this work a multilayer neural
network for pattern classification is used, this type of classi-
fier is the most popular NN and is used in many engineering
fields.

Two layer feed-forward pattern recognition network, with
sigmoid hidden and an output neuron was used. A scaled con-
jugate gradient algorithm ! was used to train the NN with the
most discriminative activation coefficients as input and the
AH events as target. Here an AH event is an n-dimensional
vector of ones and zeros, where a one is associated to an AH
event of the SaO, signal, and a zero to the lack of it, respec-
tively.

F. Database

The Sleep Heart Health Study (SHHS) database > was used
for this work. This database contains exhaustive information
about detailed studies which were appropriately designed to
investigate the relationships between sleep breathing disor-
ders and cardiovascular diseases. Several biomedical signals
are contained in this database and each study has EEG, nasal
airflow, respiratory effort and SaO, signals. Annotations of
sleep stages, arousals and respiratory events (apnea and hy-
popnea) are also included. The latter are of our interest and
are defined as:

e apneas: if the amplitude of the airflow signal decreases
below 25% of the “baseline” breathing amplitude (identi-
fied during a period of regular breathing with stable oxy-
gen levels) and it remains below that level for more than
10 seconds.

e hypopneas: if the amplitude of the respiratory signal de-
creases below 70% of the “baseline” breathing amplitude,
it remains so for more than 10 seconds for more than 2
breathe periods and the SaO, saturation decreases at least
by 2% [11].

There exists a time delay from the cessation of the nasal air-
flow to the onset the oxygen desaturation. Commonly this de-
lay is of about 20 seconds [12]. Also, the desaturation and the
flow reduction have different durations. In this work the AH
events are detected by using only the SaO; signal (without
the airflow signal). The detected AH events are used to esti-
mate the Apnea Hypopnea Index (AHI), defined as the aver-
age number of AH events per hour.

ITII. EXPERIMENTS AND RESULTS

The first step in Fig. 1 is pre-processing (Pre-P). For this
stage, the wavelet processing technique proposed in [4] was

'scg algorithm: http://www.mathworks.com/help/nnet/ref/trainscg.html
2database: http://physionet.org/physiobank/database/shhpsgdb/

used in order to denoise the SaO, signal, which was sam-
pled at 1Hz and denoised by zeroing the approximation co-
efficients, at level 8, of the dyadic discrete wavelet transform
with mother wavelet Daubechies 2. The effect of this proce-
dure is a highpass filter which eliminates the baseline wander
and low frequency noise. In the sequel, the SaO; signal will
refer to the denoised one. Dataset partitions of 24% for train-
ing and 76% for testing were selected. More precisely, for
the dictionary training stage, four groups of five studies with
AHI values below 5, between 5 and 10, between 10 and 15
and above 15, were considered. The rest of the dataset com-
prised 64 studies for testing with different degrees of illness.
In all cases the same number of frames with and without AH
events were randomly selected.

Frames of 128 samples of the SaO; signals were selected
in order to train the dictionaries. Then the dictionaries were
estimated by using the Noise Overcomplete ICA (NOCICA)
method [7]. We propose two alternatives, one using class in-
formation and the other without class information. For the
first case, two CD are estimated for signals with and without
AH respectively. Segments of 128 samples for which pres-
ence of an AH event is present during the same are named
“class 1”. Segments for which there was not an AH event are
labeled “class 2”. Next, by joining atoms from both dictionar-
ies, an OAD is constructed. For the other alternative, a new
CD representing both classes of signals is estimated.

For both the OAD and CD cases, it was observed that
the atoms with higher activation frequencies were mainly the
same for both signals with and without AH. Fig. 2 shows, for
each atom of the OAD, the absolute value of the difference
between the number of activations of such atom in class 1
and its number of activations in class 2. Thus, for the OAD
case, the activation of atoms with higher absolute difference
of activation were selected as input for the NN. In this way
the atoms with high activation frequency represent common
information which is not useful for class discrimination. In-
stead we propose the MDAS method to use the activation of
atoms that are more active only for one of the classes. For
each atom of the CD, the activation frequency was obtained
and the atoms with higher frequency were selected as input
of the NN.

The same signal training set used for the dictionary learn-
ing stage was used to train the NN. Different NN structures
were used, i.e. different number of inputs and different num-
ber of neurons in its hidden layer. To determine the optimal
number of atoms to use for both cases, we evaluate the NN
performance by varying its number of inputs and hidden lay-
ers from 2 to 100 and from 10 to 20, respectively. Finally
the optimal NN parameters are selected and fixed. It was ob-
served that the maximum fraction of well classified frames
was obtained with 24 and 30 inputs for the OAD and CD
cases, respectively. A total of 14 neurons in the NN hidden
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Fig. 2: Absolute difference of the frequency of activation for OAD.

layer was obtained for both cases.

AH events can then be detected from the NN outputs by
thresholding them at the value 0.5 (an output value larger than
0.5 is labeled as “1” and as “0” otherwise). Each label “1” is
then associated to an AH event. Finally the estimated AHI
(AHIest) is defined as the total number of ones divided by
the time duration of the study (in seconds). Fig. 3 shows scat-
ter plots and linear regressions between AHlest and AHI for
OAD and CD cases.

Sensitivity and specificity measures (SE and SP) are cal-
culated in order to evaluate the performance of the classifier.
Table 1 shows the SE and SP values for the AH events de-
tections obtained by applying both MDAS-OAD and MDAS-
CD methods, as well as the corresponding AHlest-AHI cor-
relation percentages. Note that SE and SP measures obtained
by applying the MDAS-OAD method are reasonable and the
corresponding correlation percentage is highly significant.

Table 1: Performance of the proposed method

Procedure Sensitivity ~ Specificity ~ Correlation
MDAS-OAD 74.52% 76.73% 90.04%
MDAS-CD 68.86% 67.69% 74.57%

I'V. DISCUSION AND CONCLUSIONS

CD and OAD dictionaries were used to obtain sparse rep-
resentations of an SaO; signal. The OMP algorithm was
used to obtain the sparse coefficient vectors and a neural net-
work was constructed to detect the AH events. As observed
in Table 1 a considerably high AHlIest-AHI correlation was
obtained by applying the MDAS-OAD methodology, which
constitutes a strong evidence that such a procedure can be
successfully used for detecting OSAH.

In the SHHS database used for this work, the AH events
are marked at the nasal airflow signal. However, it is well
know that the detection of AH events in this way is both very
complex and costly. For future work we propose using di-
rectly the SaO; signal alone by appropriate synchronizing it
with the AH events. It is reasonable to suppose that this syn-
chronization will significantly reduce the number of atoms
containing discriminative information. Clinical implications

MDAS-OAD MDAS-CD

q
3
%o

AHI
o0
o

AHI

Aflest " AHlest
Fig. 3: AHIest-AHI scatter plots and regression lines for the OAD (left) and
CD (right).

of the results will also be considered.
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