
Abstract— In the last years, several efforts have been devoted
to the automatic recognition of human emotions. On the one
side, there are several works based on speech processing and
on the other side, using facial expressions in still images. More
recently, other modalities such as body gestures, biosignals and
others have been started to be used. In this work we present
a multimodal system that process audiovisual information, ex-
ploiting the prosodic features in the speech and the development
of the facial expressions in videos. The classification of the video
in one of six emotions is carried out by deep networks, a neural
network architecture consisting of several layers that capture
high-order correlations betwen the features. The obtained re-
sults show the suitability of the proposed approach for this task,
improving the performance of standard multilayer Perceptrons.

Keywords— emotion recognition, autoencoders, deep net-
works, prosodic features, facial expressions

I. INTRODUCTION

One of the most interesting topics today in the field of
Human-Computer Interaction is the recognition of human
emotions. The development of systems capable to identify
the emotion of the person who is interacting with, would con-
duct to respond properly in a more natural way. Thus, these
systems could lead to a number of applications for our ev-
eryday life (interactive games and entertainment industry),
clinical studies for diagnosis of emotional state in psychiatric
patients, addition of sensitivity to customer services or call
centers, among others [1, 2].

During the last decade, most works on this area use one
of two modalities, either speech or image. On the one hand,
the prosodic features such as pitch, energy and linear pre-
diction and cepstral coefficients were used [3]. On the other
hand, the measurement of facial expressions have led to the
main research line using the visual data. Here, the features ex-
tracted mainly consisted on holistic representations (discrete
Fourier coefficients, PCA projections of the face), parametric
flow models and facial landmarks [4]. More recently, other

modalities such as body gestures, biosignals and others have
been started to be used [5].

The classification schemes reported mainly consisted on
standard methods for related tasks: Gaussian mixtures mod-
els, Bayesian classifiers, hidden Markov models and Sup-
port Vector Machines [6]. The neural networks architectures
found in literature mainly consist of variants of a multilayer
artificial networks [7, 8].

In this work we present a multimodal system that pro-
cess audiovisual information, exploiting the prosodic infor-
mation in the speech and the progress of the facial expres-
sions through time in videos. The classification of the emo-
tion contained in the video is carried out in one of six emo-
tions by means of deep autoencoder networks. This archic-
tures have been recently proposed and consist of several lay-
ers built up with the aim to capture high-order correlations
between the features in a hierarchical manner [9].

The rest of the article is organized as follows. Section II
details the feature extraction stage for speech and audio. Sec-
tion III explains the training and classification by the deep
autoencoder networks. Section IV shows the experiments and
results obtained. Finally, Section V concludes the paper.

II. FEATURE EXTRACTION

The audio and video tracks are only processed during the
development of the emotion, so the first step in this stage is to
detect the voiced segment. This task is carried out by means
of a voice activity detector [11]. After that, the initial and final
silences are discarded.

The audiovisual features are extracted from the complete
development of the emotion, with a fixed number of features
in order to feed the autoencoders. Due to intrinsic differ-
ences in length of the videos, the mean number of frames
(47) was calculated and afterwards used to uniformly sample
each video.
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A. Audio features

From the speech audio, the following features are ex-
tracted:

• Prosodic features: mean value and standard deviation of
the energy and the fundamental frequency estimated with
the PEFAC method [12], both calculated using windows
of 10 ms. [13].

• Spectral characteristics: mean logarithmic spectrum
(MLS) given by:

S(k) =
47

∑
n=1

log |(v(n,k))| (1)

where k is the frequency band and v(n,k) is the Dis-
crete Fourier Transform in the n-esim frame. 30 MLS
coeficients were calculated in the frequency range (0-
1200Hz), given that in [14] it obtained the better results
in emotion separation.

• Cepstral features: mel frequency cepstral coefficients
(MFCC) calculated with Hamming windowing of 1024
samples.

From these features, two different vectors were con-
formed:

• fva46: 46 features composed by 12 MFCC, 30 MLS, en-
ergy and pitch (mean and standard deviation).

• fva70: 70 features composed by 12 MFCC and their first
and second derivatives, 30 MLS, energy and pitch (mean
and standard deviation).

B. Video feature extraction

The steps applied in this stage are:

1. Frame selection: taking into account the mean number of
frames for all the database used (47 frames), for longer
videos the initial and end frames are discarded, while in
shorter videos the central frames are repeated.

2. Face finding and facial landmark detection: the analyzed
regions of the face correspond to the mouth and eyes ar-
eas. They were selected since they involve more emo-
tional content in facial expressions [4]. To find them in
the face, 8 points were obtained using the flandmark li-
brary [15], that allow to exactly locate the center of the
face (ε0), eyes (ε5 and ε1 –right eye–, ε2 and ε6 –left eye),
mouth (ε3 and ε4) and nose (ε7). Figure 1 shows a model
of a face and these points.

3. Segmentation of region of interest in mouth and eyes:

Fig. 1: Location of facial
landmarks (adapted from [15]).

Fig. 2: Example of the landmarks
calculated on a particular frame.

Fig. 3: Example of the segmented zones.

these areas encompass relevant information with emo-
tional content, in eyebrows and small places around the
mouth. Figure 3 show examples of these areas. They are
then processed in grayscale at a fixed size of 70×35 pix-
els each, giving a total of 4900 values per frame.

4. Images normalization and re-grouping per emotion: the
mouth and eyes are vectorized and concatenated, giving a
vector of 1×230300 per video. Then, the vectors of each
emotion are grouped together, preparing the next step.

5. PCA calculation: one PCA space for each emotion is ob-
tained and then the patterns are projected and the required
number of components are kept for the final feature vec-
tors.

Thus, two feature vectors for each video are obtained:

• fvv70: first 70 components of PCA, comprising 85% of
the variance.

• fvv85: first 85 components of PCA, comprising 90% of
the variance.

III. CLASSIFICATION USING DEEP NETWORKS

The classifier used in this work is a multilayer Perceptron
(MLP), pre-trained by the technique of deep autoencoding.
The neural network is constructed by stacking autoencoders
optimizing the architecture layer by layer, to obtain the best
results from autoencoding up to and final classification [9].

The architecture of the neural network is: i neurons in
the input layer (given by the number of audio-video features
used), two hidden layers (h1 and h2) with variable number of
units and an output layer (o) of 6 units, one for each of the
emotions considered. This classifier, called deep classifier, is
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the result of the concatenation of a deep autoencoder with the
output layer.

Several preliminary experiments were carried out to opti-
mize the number of neurons in each layer (nh1, nh2) and the
parameters of the backpropagation training algorithm (learn-
ing rate and momentum). Also, these series of experiments
allowed to select the sinousoidal activation function for all
the layers, which obtained better perfomance than logistic,
tangent hyperbolic and identity.

The main steps performed in training the deep autoencoder
are summarized next, for a more thorough explanation please
see [9]. First, we build the autoencoder that codifies the input
layer in the first hidden layer, which has i neurons in the in-
put layer, h1 in the hiddern layer (h1 < i) and i in the output
layer. This autoencoder is trained with the backpropagation
algorithm. Once the network is trained to reproduce the in-
put layer in its output layer, the best architecture is selected.
The output layer is discarded and the patterns are passed by
the network i+h1 to generate the inputs for the next autoen-
coder, which will be h1 +h2 +h1. Now, this autoencoder is
trained with the backpropagation algorithm. Again, the best
network is selected and the output layer is discarded. The two
networks are inverted and joined together to achieve the a
new autoencoder i+h1 +h2 +h1 + i. It is trained in the same
manner, then the last two layers are discarded to obtain the
network i + h1 + h2. The patterns are passed through it to
obtain the inputs for the last stage. A new network is built
in the form h2 + o, and trained in a supervised manner us-
ing backpropagation. The best network is selected and joined
to the previous autoencoder, to form the final deep classifier
i+h1 +h2 + o, which is now pre-trained. A final fine adjust-
ment in all the weights of the network is carried out by train-
ing up to reach the best performance. The training is done us-
ing the statistical technique of cross-validation with 10 folds.
Figure 4 shows an scheme of the final architecture.

IV. EXPERIMENTS AND RESULTS

The proposed technique was experimented with the RML
Emotion Database. It has 720 videos of 8 individuals from
different gender and culture, in 6 different languages [10].

The classification experiments were designed to test the
performance of the four multimodal feature vectors resulting
from the audio sets fva46 - fva70 and the video sets fvv70 -
fvv85. The four combinations were built as:

• fv116 = fva46 + fvv70

• fv131 = fva46 + fvv85

• fv140 = fva70 + fvv70

• fv155 = fva70 + fvv85

Fig. 4: Final deep classifier.

For each set, different neural network architectures were
tested. To compare the performance of the proposed method,
a standard MLP was also trained. Also, its architecture was
experimented up to obtain the best performance for each fea-
ture set. For brevity reasons, here only the best architecture
for each feature set will be detailed, which resulted to be
fv116.

Table 1 resumes the results obtained with the best archi-
tecture for each deep classifier and MLP experimented. For
the deep networks, the best architecture resulted CP2116 with
a 79.72% of correct classification. In this case, the improve-
ment over the standard MLP was about 3%.

Monomodal experiments were also designed to test how
the audio and video features contribute to the overall perfor-
mance of the proposed method. The four monomodal feature
vectors were tested with several neural network architectures
(MLP). With audio, the best set resulted fva46 with a 77.08%
of correct classification. With video, 75.41% was achieved
with the set fvv85. These results show that the multimodal
approach improves the classification performance.

There were also conducted multimodal experiments with
a single language. In this case, the classification performance
was similar to the multilanguage tests. The best result ob-
tained was a 78.33% of correct classification.

Table 2 shows the average confusion matrix for the 10
partitions of cross-validation with the best deep classifier.
Here it can be seen that, in the one hand, the most difficult
to distinguish emotion was disgust. The classifier confuses
this emotion, in most cases, with fear. On the other hand, the
most distinguishable emotion was anger (classification rate
of 88.33%). The rest of emotions were well distinguished by
the classifier with a correct classification rate near to 80%.

The election of the speech feature vectors without the
MFCC derivatives could be given by the fact that these
derivatives help to reduce the effects of noise in the signals.

Multimodal Emotion Recognition Using Deep Networks 815
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Table 1: MSE error and performance for feature set fv116

Feature set
Architecture MSE MSE MSE

% Classification
i h1 h2 o Encoder 1 Encoder 2 Encoder 3

CP1116 116 70 35 6 0.36 0.24 0.72 77.92

CP2116 116 100 40 6 0.09 0.53 0.65 79.72

CP3116 116 100 50 6 0.09 0.41 0.55 78.33

CP4116 116 100 60 6 0.09 0.32 0.47 78.66

CP5116 116 105 60 6 0.08 0.31 0.47 77.64

MLP116 116 50 6 - - - 76.81

MLP116 116 138 6 - - - 76.81

Table 2: Confusion matrix for deep classifier with architecture CP2116.

Emotion Anger Disgust Fear Happiness Sadness Surprise

Anger 88.33% 1.67% 1.67% 0.83% 0 7.50%

Disgust 0.83% 70% 10% 5% 8.33% 5.84%

Fear 7.50% 2.50% 82.50% 1.67% 3.33% 2.50%

Happiness 4.17% 3.33% 4.17% 80.83% 3.33% 4.17

Sadness 0 4.17% 7.50% 7.50% 78.33% 2.50%

Surprise 10% 3.33% 5% 2.50% 0.84% 78.33%

They are also more important in cases where the noise is no-
ticeable. In the case of the experimented data, noise is not im-
portant in the audio signals, so the inclusion of the derivatives
only results in greater complexity of the classifier, without
adding meaningful information for discriminating the emo-
tions.

The statistical significance of the results was evaluated
considering the probability that the classification error of a
given classifier ε (deep network) is smaller than the one of
the reference system εre f (MLP) [16]. The statistical inde-
pendence of the errors for each pattern was assumed and the
binomial distribution of the errors was modeled by means of
a Gaussian distribution. Therefore, comparing the results ob-
tained for CP2116, a Pr(εre f > ε)> 96.77% was obtained.

V. CONCLUSIONS

We presented an automatic emotion recognition system
on multimodal data. The feature extraction was centered on
prosodic information from speech and visual information
from eyes and mouth in video. The classification was carried
out using a novel neural network approach, the deep classifier
built from stacked autoencoders.

In the experiments, our approach was compared with the
standard multilayer Perceptron (MLP) technique, with dif-
ferent combinations of audio and visual features. For all the
cases, the deep classifier outperform the results for the MLP
near 5% in classification rate, confirming the feasibility of
these networks for the task.

Future works could be devoted to incorporate an automatic
clustering of emotion by the spectral characteristics of the
speech, in a hierarchical way to separate the most hard to
classify emotions, as presented in [14]. Other extension of
this work would be to classify the emotion through time dur-
ing its development, in the so-called emotional profile.
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