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Abstract—Melanoma is a type of malignant pigmented skin
lesion, which currently is among the most dangerous existing
cancers. Segmentation is an important step in computer-aided
pre-screening systems for pigmented skin lesions, because a good
definition of the lesion area and its rim is very important for
discriminating between benign and malignant cases. In this paper,
we propose to segment pigmented skin lesions using the Non-
negative Matrix Factorization of the multi-channel skin lesion
image representation. Our preliminary experimental results on a
publicly available dataset suggest that our method obtains lower
segmentation errors (in average) than comparable state-of-the-art
methods proposed in literature.

I. INTRODUCTION

The efforts to use computer-based pre-screening tools in
pigmented skin lesions started nearly 30 years ago. It is
possible to find teledermatology systems in the literature
enabling experts to receive images captured remotely of sus-
picious lesions with a diagnosis indication; computer-aided
pre-screening systems that classify an acquired lesion image;
and hybrid systems that use telemedicine and computer-aided
pre-screening in conjunction [1]. According to World Healthy
Organization [2], about 132000 melanoma cases occur globally
each year. The current high incidence of malignant melanoma,
a dangerous kind of pigmented skin lesion, motivates re-
searchers to propose new developments in this area.

Discriminating malignant (melanomas) and benign pig-
mented skin lesions (e.g. nevi or moles) can be challenging.
Usually, dermatologists screen each lesion with a dermoscope,
a noninvasive tool that magnifies morphologic and vascular
lesion structures. Therefore, many pre-screening systems have
been proposed to help physicians analyze dermoscopy im-
ages [3], [4], [5]. However, considering that a dermoscope is
a specialized tool, pre-screening systems dealing with stan-
dard camera images (i.e. simple photographs) also have been
proposed in an attempt to provide easy access to health-care.
Consequently, even non-specialized systems running on mobile
devices (e.g. smartphones) have been proposed [6]. Although
these non-specialized systems are not designed to replace the
specialists, they still can be used in practice for pre-screening
(i.e., in a filtering or triage step), helping establish a priority
in the assignment of skin lesion patients to specialists [6].

In general, a pre-screening system has four stages: (a)
preprocessing: where the image artifacts are eliminated to
facilitate the segmentation step; (b) segmentation: where the

lesion rim is delimited; (c) feature extraction: where a quan-
titative description of the lesion is generated based on the
lesion segment; and (d) classification, where the lesion features
are identified as benign or malignant. As can be seen, it is a
sequential scheme, and each step depends on the previous one.
This explains why the first two steps receive ample attention
in the literature, and also are the focus of this work.

Standard camera images of pigmented skin lesions usually
contain shading areas, which may be wrongly segmented
as lesion in the segmentation step if not attenuated during
preprocessing. Some authors also eliminate hair in this step,
often with the DullRazor algorithm [7]. However, it has been
observed [8] that hair can be eliminated easily in the post-
processing stage. Alcón et al. [9] proposed to attenuate shading
by removing low frequency spatial components of the skin
lesion image. However, it requires to specify parameters that
are difficult to obtain for any input image. So, in this work, as
we detail in Section II, we use the Cavalcanti et al. [8] shading
attenuation method, which is adaptive and fully automatic.

Several schemes have been used for segmenting pigmented
skin lesions on standard camera images, applied to grayscale
images [10], [11], [12] or to the Red channel (i.e., R of the
RGB color space) [13]. Alcón et al. method [9] determines
the healthy skin pixels assuming that their grayscale histogram
follows a Gaussian-like distribution. The method proposed by
Tang [14] smooths the image with an adaptive anisotropic
diffusion filter, and then uses a modification of the Gradient
Vector Flow snake [15] to determine the lesion rim. Cavalcanti
and Scharcanski [8] use the Otsu’s thresholding method [16]
on a multi-channel image representation (see Section III). Also,
Cavalcanti et al. [17] proposed to use Independent Component
Analysis (ICA) to provide an initialization, and then segment
the pigmented skin lesion in an input image using the Chan-
Vese active-contours method [18]. With the exception of Alcón
et al. method, all above mentioned segmentation methods
require a post-processing stage based on morphological opera-
tions to eliminate possible artifacts, and/or to refine the lesion
rim.

The remaining of this paper is organized as follows. In
Section III we present our proposed segmentation method,
which is compared with state-of-art segmentation methods in
Section IV. Finally, we present our conclusions in Section V.
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II. PREPROCESSING

As mentioned above, we use the shading attenuation
method proposed by Cavalcanti and Scharcanski [8], which
was designed specifically for pigmented skin lesions standard
images.

The first step is to convert the image from the original
RGB color space to the HSV color space, and retain the Value
channel V . This is justified by the fact that in this channel the
shading effects are more visible. We extract 20× 20 pixels in
each V corner (regions usually containing only healthy skin
pixels) and define S as the union of these four sets. This pixel
set is used to adjust the quadric function z(x, y) = P1x

2 +
P2y

2+P3xy+P4x+P5y+P6, where the six quadric function
parameters Pi (i = 1, ..., 6) are chosen to minimize the squared
error summation in the 1600 pixels of S.

After the calculation of the quadric function z(x, y) for
each image spatial location (x, y), we have an estimate z(x, y)
of the local illumination intensity in the image V (x, y). By
dividing the original V (x, y) channel by z(x, y), we obtain
a new Value channel where the shading effects have been
attenuated. The final step is to replace the original Value
channel by this new Value channel, and convert the image
from the HSV color space to the original RGB color space.

III. THE PROPOSED SEGMENTATION METHOD

Cavalcanti and Scharcanski [8] recently proposed a mul-
tichannel image representation for pigmented skin lesion im-
ages that maximizes the discrimination between healthy and
unhealthy skin regions. Instead of using the original color
image as input to the segmentation method, a 3-channel image
representation ĪNi is used as input, as detailed next.

The first channel is a representation of the image darkness,
relying on the fact that lesion areas are depigmented skin
regions. Each pixel is defined as ĪN1 (x, y) = 1 − ĪC1 (x, y),
i.e. the complement of the normalized Red channel, where ĪCi
are the normalized RGB channels (i.e., ĪCi (x, y) ∈ [0, 1]).

The second channel is a texture representation, since local
textural variability usually is higher in lesions than in healthy
skin areas. Being L̄ a normalized Luminance image defined
by the average of the three ĪCi channels at each pixel (x, y),
we quantify the textural variability in L̄(x, y) by computing
τ(x, y, σ):

τ(x, y, σ) = L̄(x, y)
S̃(x, y, σ)

S(x, y, σ)
, (1)

where, S(x, y, σ) = L̄(x, y) ∗ G(σ) (i.e., denotes the Lumi-
nance image L̄ smoothed by a Gaussian filter with standard

deviation σ), and S̃(x, y, σ) represents its complement. In this
way, if an image region is dark, its textural information is
emphasized; if the region is bright, its textural information is
de-emphasized. However, a single Gaussian filter may not be
sufficient to capture the textural variability, so τ(x, y, σ) is
calculated for different σ values and we select the maximum
T (x, y) value at each pixel. Finally, the texture variation
channel T is normalized, obtaining ĪN2 (x, y) = (T (x, y) −
min (T )) / (max (T )−min (T )).

The third channel ĪN3 (x, y) of the representation describes
the local color variation, assuming that healthy and unhealthy
skin regions present different color distributions. The Prin-
cipal Component Analysis (PCA) method is applied on the
normalized colors of the image ĪCi (x, y), and the first com-
ponent is retained (i.e. the component that maximizes the
local data variance). Since the input data is centered around
the mean, and healthy skin pixels often are more frequent in
the image, the projections of the healthy skin pixels on the
PCA space tend to generate values nearer to zero than the
lesion pixels (i.e., the projected lesion pixels tend to have
larger magnitudes, i.e. positive or negative). Therefore, the
color variability information C is represented by the pixel
projection magnitudes, and the normalization of C generates
the ĪN3 (x, y) = (C(x, y)−min (C)) / (max (C)−min (C)).
Also, the ĪN3 channel is filtered with a 5× 5 median filter to
reduce the noise.

Obtained this multichannel representation, we use the Non-
negative Matrix Factorization (NMF) to segment the lesion
image. The NMF is a recently proposed linear matrix factor-
ization technique, which is intended to decompose a given non-
negative matrix into two new matrices [19]. Let us consider
U samples of dimension Q, forming the non-negative matrix
Y ∈ R

Q×U . Through this decomposition we obtain : (a) two
matrices that also are non-negative; and (b) have a smaller rank
than Y . Thus, the method achieves an approximation to the
signal in terms of a dictionary and activation coefficients, both
being non-negative, which allows a better interpretation of the
whole information when compared to related techniques such
as Singular Value Decomposition and Independent/Principal
Component Analysis.

The NMF model is given by:

Y = AX+E; A ≥ 0,X ≥ 0, (2)

where Y ∈ R
Q×U is the observation matrix factorized by the

bases matrix A ∈ R
Q×R, and the contributions of each basis

vector is given by X ∈ R
R×U . The restriction of reduced

rank is imposed by R ≤min(Q,U). The approximation error is
given by the matrix E ∈ R

Q×U . The estimation of the elements
of A and X can be obtained by minimizing the distance (i.e.,
the Frobenius norm):

DF (Y||AX) =
1

2
‖Y −AX‖2F , (3)

subject to aqr ≥ 0, xru ≥ 0,∀q, r, u. This minimization can
be performed by the standard ALS (Alternating Least Squares)
algorithm, formulated as the following minimization problems
[19]:

A
(k+1) = argmin

A

‖Y −AX
(k)‖2F , s.t. A ≥ 0, (4)

X
(k+1) = argmin

X

‖YT −X
T [A(k+1)]T ‖2F , s.t. X ≥ 0. (5)

The first step in obtaining the NMF is to acquire the set
of samples. The images are given by ĪNi ∈ R

M×N×3, where
M×N is the size in pixels, with the three channels previously
explained. The samples are obtained by decomposing each
image in a number of square patches (i.e., non-overlapping
windows). The extracted patches are of size W × W pixels
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(a) (b) (c)

Fig. 1. Examples of segmentation results using W = 5 and R = 1. We
superimposed the boundaries to the original images and dilated by two pixels
for better visualization.

(Q = W 2 × 3), which are then arranged column-wise (i.e. in
vectors) to form Y.

The second step consists of the NMF calculation with
the reduced rank R (i.e., R is the number of basis of the
representation) by means of Eqs. 4 and 5. Some characteristics
of the NMF approximation are more useful than others, and
we cluster the activations of the bases in X in two clusters
based on their intensity, using k-means. The lower activations
are assigned to ’0’, and we only retain the most important

activations in a new matrix X̂. The approximated image is

reconstructed as Ŷ = AX̂, and a lesion segmentation mask is

obtained by assigning to each pixel ’1’ if Ŷq,u > 0 (i.e. lesion
pixels), and ’0’ otherwise.

After that, the obtained binary mask is post-processed to
improve the lesion rim detection. First, we apply a morpho-
logical dilation with a disk of 5 pixels of radius, connecting
neighboring small segmented regions and rounding the shape.
Then, we select the largest resultant region, and perform a
hole filling on it. In this way, we obtain our final segmentation
result, as illustrated in Fig. 1.

IV. EXPERIMENTAL RESULTS

In our experiments, we use the same image dataset pro-
posed by Alcón et al. [9], which contains 152 images that have
been collected from the Dermnet dataset [20]. This dataset con-
sists of 107 melanomas and 45 Clark nevi (or atypical nevi),
a benign kind of lesion that present similar characteristics to
melanomas. In order to evaluate the segmentation results, we
used the following segmentation error criterion [4]:

ǫ =
Area(Segmentation⊕GroundTruth)

Area(GroundTruth)
× 100%, (6)

where, Segmentation is the result of the method in test,
GroundTruth is the manual segmentation of the same lesion,
Area(S) denotes the number of pixels indicated as lesion in
the segmentation result S, and ⊕ indicates the exclusive-OR,
operation that gives the pixels for which the Segmentation
and GroundTruth disagree.

The window size W and the number of NMF basis R were
changed to evaluate our segmentation method. The average
errors obtained for all 152 processed images appear in Table I.
As can be seen, the lowest average error ǫ is obtained with 1
basis and window size of 5× 5.

We compared our approach with six state-of-art pigmented
skin lesion segmentation methods (all discussed in Section I),

TABLE I. AVERAGE ERRORS ǫ OBTAINED WITH OUR PROPOSED

SEGMENTATION METHOD.

Window Size 1 basis 3 basis 5 basis

5 × 5 25.99% 28.98% 58.02%

10 × 10 27.65% 29.77% 40.87%

TABLE II. COMPARISON OF AVERAGE SEGMENTATION ERRORS ǫ.

Approach Average ǫ

Alcón et al. Thresholding [9] 165.31%

Tang’s Snake [14] 59.60%

Otsu’s Thresh. on Grayscale [10], [11], [12] 42.33%

Otsu’s Thresh. on the R Channel [13] 38.58%

Thresh. on a Multichannel Image [8] 34.83%

ICA-Based Active-Contours [17] 28.34%

Our Proposed Method 25.99%

and the obtained average errors are shown in Table II. Con-
sidering the obtained experimental results, our proposed seg-
mentation method provides an improved lesion rim detection
for standard camera images of pigmented skin lesions.

V. CONCLUSIONS

This paper presents a pigmented skin lesion segmentation
method for standard camera images. The proposed method is
based on the Non-negative Matrix Factorization of a multi-
channel lesion image representation. The segmentation of the
lesion is then carried out by thresholding a reduced rank
approximation of the original image.

The obtained results on available datasets suggest that our
approach provides more accurate lesion rim detection than
comparable state-of-the-art methods. Moreover, experiments
also shown that only a minimum computational load of the
NMF method is needed.

Future work will be devoted to STEP into the classification
of the lesion type and grade. There is also a future plan to
include this method in an easy-to-access pre-screening system
for pigmented skin lesions.
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