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Abstract. Spoken emotion recognition is a multidisciplinary research
area that has received increasing attention over the last few years. In
this paper, restricted Boltzmann machines and deep belief networks are
used to classify emotions in speech. The motivation lies in the recent
success reported using these alternative techniques in speech processing
and speech recognition. This classifier is compared with a multilayer
perceptron classifier, using spectral and prosodic characteristics. A well-
known German emotional database is used in the experiments and two
methodologies of cross-validation are proposed. Our experimental results
show that the deep method achieves an improvement of 8.67% over the
baseline in a speaker independent scheme.

1 Introduction

Emotion recognition has received much attention in recent years, mainly because
its result could be useful in various applications [7,27]. Emotions represent a very
important part in human communications and they can be perceived in speech
signals, in facial expressions, in biosignal as electrocardiograph (ECG), among
others. In spite of good results for different signals, the use of speech signals is
the most feasible option because the methods to record and use other signals
are invasive, complex and impossible in certain real applications. Most of the
previous works on emotion recognition have been based on the analysis of speech
prosodic features and spectral information [8,4,1,2]. With regard to classification,
several standard techniques have been explored for emotion recognition, among
which we can mention hidden Markov models, multilayer perceptron (MLP),
support vector machines, k-nearest neighbour, bayesian classifiers [8,1,17].

In this paper, restricted Boltzmann machines (RBM) and deep belief net-
works (DBN) are used in spoken emotion recognition because they are novel
to this task. The principal motivation lies in the success reported in a growing
body of work employing these techniques as alternatives to traditional methods
in speech processing and speech recognition [18,12]. In [24], a generalized dis-
criminant analysis based on DBN showed significant improvement over support
vector machines using nine databases. However, Brueckner [5] found that the
RBM helped in the task but the DBN did not. It seems that the parameters
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involved in training these algorithms are highly sensitive to small modifications,
and that there is still work to be done in deciding how to use them for a par-
ticular task. A regression-based DBN to learn features directly from magnitude
spectra is employed in [23]. In that work, the DBN was able to learn represen-
tative features from a sparse representation of the spectrum for music emotion
recognition. Also the DBN are used for classification of emotions based on lip
shape [19]. These are used to initialize a feed-forward neural network during
an unsupervised training phase. Kim et al. [16] use deep learning techniques to
explicitly capture complex non-linear feature interactions in multimodal data.
Their promising results in emotion classification suggest that DBN can learn the
high-order non-linear relationships from diverse sources.

In the present work, multilayer perceptron based classifiers and deep classi-
fiers are implemented to classify emotional signals. The behaviour of the pro-
posed classifiers is assessed in speaker-independent and text-independent schemes.

The remainder of the paper is organised as follows: in Section 2 the baseline
and the deep classifier are presented; Section 3 gives an introduction of the
emotional database used; in Section 4 the experiments are presented, where
we explain the features extraction process and the validation schemes; then,
the Section 4 exposes the detailed configurations used in the classifiers; Section
5 shows the results; and finally, Section 6 presents conclusions and discusses
possibilities for future work.

2 Classifiers

In this section we first present our baseline method, and then, we introduce the
deep learning methods.

2.1 Multilayer perceptron

Classifiers based on multilayer perceptron were widely used in emotion recogni-
tion [8,17] and they are useful as baselines. MLP is a class of artificial neural
network and it consists of a set of process units (simple perceptrons) arranged
in layers. In the MLP, the nodes are fully connected between layers without con-
nections between units in the same layer. The input vector (feature vector) feeds
into each of the first layer perceptrons, the outputs of this layer feed into each
of the second layer perceptrons, and so on [11]. The output of the neuron is the
weighted sum of the inputs plus the bias term, and its activation is a function
(linear or nonlinear) as

y = F

(
n∑

i=1

ωixi + θ

)
where xi are the inputs, wi are the weights and θ is the bias. The network is
trained with the back-propagation algorithm, using the error between the current
output and the desired output [11].
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(a) Restricted Boltzmann machine. (b) Deep belief network.

Fig. 2: Deep classifiers

2.2 Deep learning

Restricted Boltzmann machines An RBM is an artificial neural network
with two layers, one layer formed with visible units, to receive the data, and the
other with hidden units. There is also a bias unit. This architecture is shown
in Figure 2(a). The hidden units are usually binary stochastic and the visible
units are typically binary or Gaussian stochastic. An RBM represents the joint
distribution between a visible vector and a hidden random variable. An RBM
only has connections between the units of the two layers, and with the bias unit.
One reason for this is that efficient training algorithms have been developed for
this restricted version(c.f. Hinton’s contrastive divergence algorithm [14]) which
allow the connection weights to be learned.

A given RBM defines an energy function for every configuration of visible
and hidden state vectors, denoted v and h respectively. For binary state units,
the energy function E(v, h) is defined by:

E(v, h) = −a′v − b′h− h′Wv

where W is the symmetric matrix of the weights connecting the visible and
hidden units, and a, b are bias vectors on the connections of bias unit to the
visible and hidden layer, respectively.

The joint probability, p(v, h), for the RBM mentioned above, assigns a proba-
bility to every configuration (v, h) of visible and hidden vectors using the energy
function:

p(v, h) =
exp−E(v,h)

Z
where Z, known as the partition function, is defined by:

Z =
∑
v,h

exp−E(v,h)

The probability assigned by the network to a visible vector v is:

p(v) =
1

Z

∑
h

exp−E(v,h)
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It turns out that the lack of connections in the same layer of an RBM con-
tributes to the property that it is visible variables are conditionally independent,
given the hidden variables, and vice versa. This means that we can write these
conditional probabilities as:

p(vj = 1|h) = σ(ai +
∑
j

hjwi,j) and p(hj = 1|v) = σ(bj +
∑
i

viwi,j)

where

σ(x) =
1

1 + exp−x

The contrastive divergence (CD) algorithm is applied to find the parameters
W , a, and b. The algorithm performs Gibbs sampling and is used inside a gradient
descent procedure to compute weight update. A guide to training an RBM is
given in [13]. When real-valued input data is used, the RBM is modified to
have Gaussian visible units, and the energy function is altered to reflect this
modification (c.f. [5]) as:

E(v, h) =
∑
i

(vi − ai)2

2σ2
i

−
∑
i

∑
j

vi
σ2
i

hjwij − b′h

with this modified energy function, the conditional probabilities are given by:

p(hj = 1|v) = σ(
∑
i

vi
σ2
i

wij + bj)

p(vi = v|h) = N (v|
∑
j

hjwij + ai, σ
2
i )

where N (·|µ, σ2) denotes the Gaussian probability density function with mean
µ and variance σ2.

Deep belief networks As Bengio [3] states: “there is theoretical evidence which
suggests that in order to learn complicated functions that can represent high-
level abstractions (e.g. in vision, language, and other AI-level tasks), one needs
deep architectures.” One type of deep architecture is the DBN. Their use has
already given excellent results in certain speech representation and recognition
problems (c.f. [18,12]). A DBN consists in a number of stacked RBM, as shown in
Fig. 2(b). Hinton et al. [15] proposed an unsupervised greedy layer-wise training,
in which each layer is trained, from the bottom upwards, as an RBM using the
activations from the lower layer. This stacking method makes it possible to train
many layers of hidden units efficiently, although with a large data set training
may take a long time, and coding with GPU’s has been a recent development.
When a DBN is used for classification purposes, there are essentially two modes
we can use once it has been trained: either place a classifier above the top
level and train the classifier in a supervised manner with the output from the
RBM/DBN (we refer to this as “mixed”), or, add another layer of outputs and
apply back-propagation to the whole neural net.
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3 Emotional speech database

In spite of the fact that the present goal is to achieve emotion recognition from
spontaneous speech, the development of spontaneous-speech datasets is very ex-
pensive and they are commonly restricted. Acted emotional expressions may not
sound like real expressions, however, these are an interesting approach, especially
if the dataset naturalness is judged by expert listeners. Under these assumptions,
we employed a well-known emotional acted database developed at the Commu-
nication Science Institute of Berlin Technical University [6] and used in several
studies [4,1,26]3. The corpus, consisting of 535 utterances, includes sentences
performed under 6 discrete emotions (and neutral emotional state) distributed
as: Anger(127), Boredom(81), Disgust(46), Fear(69), Joy(71), Sadness(62) and
Neutral(79). The same sentences were recorded in German by 10 actors, 5 fe-
males and 5 males. The corpus consists of 10 utterances for each emotion type,
from 1 to 7 s. A perception test with 20 individuals was carried out to ensure
the emotional quality and naturalness of the utterances, and the most confusing
utterances were eliminated [6]. Here, all utterances belonging to the same class
are labelled with the name of the class and their transcriptions are ignored. Each
one stands for an unique training or validation pattern in a data partition.

4 Experiments

In this section we describe the feature extraction stage and the validation schemes,
then we present the configurations used in order to train and test the classifiers.

For every emotional utterance, mel-frequency cepstral coefficients (MFCCs)
and prosodic features were extracted. We chose MFCCs because they are the
most popular representation used in speech recognition [20] and they are exten-
sively used in emotion recognition [2,8,17]. These are based on a linear model of
voice production together with a codification in a psychoacoustic scale [20]. On
the other hand, the use of prosodic features in emotion recognition has already
been studied and discussed extensively [4]. Here the energy, zero crossing rate
and fundamental frequency (F0) were considered. The first 12 mean MFCCs, the
mean F0, the average of the zero crossing rate and the mean of the energy, plus
the means of first derivatives of each one were extracted using the OpenSMILE
[9]. Hence, each utterance is represented by a 30-dimensional vector in all the
experiments.

We propose two validation methodologies for the emotion classifiers, one to
ensure speaker independence and other to deal with text independence. Con-
sequently, considering the characteristics of the corpus, ten partitions were ob-
tained for the speaker independent experiments and eight partitions were ob-
tained for the text independent experiments. A leave-one-out scheme was per-
formed for both cases. For both schemes, LOTO (leave one-text-out) and LOSO
(leave one-speaker-out), the MLP was used as baseline. The MLPs have one hid-
den layer with ((# features + # classes )/2) neurons and these were apply using

3 It is freely accessible at http://pascal.kgw.tu-berlin.de/emodb/.
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Table 1: Classification results for LOTO and LOSO schemes.

Classifier LOTO accuracy (avg) LOSO accuracy (avg)

Multilayer Perceptron 68.10 [%] 51.65 [%]
DBN-RBM 69.14 [%] 60.32 [%]

Weka Toolkit [10]. A 10% of the training set was left for the generalization test.
The MLP training was stopped at 500 epochs or when the network reached the
generalization peak with test data [11].

DBN experiments were performed by adding one additional RBM classifi-
cation layer to a previously trained DBN and using the optimal parameters
founded in a previous work with a corpus in Spanish (after a large set of ex-
ploratory experiments) [22]. The parameters for RBM/DBN training are Batch
size=42, Learning rate=0.00001, Hidden units=112 and Number of layers=(1 +
RBM). All RBM had Gaussian units and the classification layer had seven out-
put units, one for each class. For deep classifier experiments, we use the toolbox
developed by Drausin Wulsin [25]. The deep classifiers were trained up to the
generalization peak, with balanced test data, were reached.

5 Results and discussion

In this section, the results of the proposed classifiers on both schemes are pre-
sented and discussed. Table 1 shows the performance of classifiers for LOSO and
LOTO experiments. In the first column, the classifier is displayed. The second
and third columns present the average accuracy of each classifier for LOTO and
LOTO tasks. Results indicate that deep classifiers perform better than MLP in
both schemes. Furthermore, in LOSO scheme the improvement is really signifi-
cant (8.67% over the baseline). As can be seen, the emotions are quite dependent
on the speaker and the results are better (LOTO) when speaker independence
is not taking into account. These results suggest that the DBN could be used
in the more difficult schemes and moreover, there is an important correlation
between the emotion elicitation and specific speakers.

We have also evaluated the statistical significance of these results by comput-
ing the probability that a given experiment is better than our baseline classifier
[21]. In order to perform this test we assumed the statistical independence of the
classification errors for each utterance and we approached the errors’ Binomial
distribution by means of a Gaussian distribution. In this way, for the LOSO
scheme we have that the confidence of the relationship obtained between error
rates of DBN and MLP (reference) is

Pr(err < err ref) > 99.85%

On the other hand, the improvement using the LOTO scheme is not significant.
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6 Conclusions and future work

In this work we evaluated the restricted Boltzmann machines and deep belief
networks in spoken emotion recognition. We proposed two validation method-
ologies in order to ensure speaker independence and text independence. A feature
set based on spectral and prosodic characteristics was used. Results show that
the deep classifiers are better than MLP classifiers, in both LOSO and LOTO
schemes.

In future works the deep classifier will be tested with noisy signals.
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