
Genetic Feature Selection for a P300 Brain Computer Interface
Y. V. Atum1, J. A. Biurrun Manresa2, L. Rufiner3 y R. C. Acevedo1

1 LIRINS - Facultad de Ingenierı́a, Universidad Nacional de Entre Rı́os, Oro Verde, Argentina
2 SMI - Dept. of Health Science and Technology, Aalborg University, Aalborg, Denmark

3 SINC - Facultad de Ingenierı́a y Ciencias Hı́dricas - Universidad Nacional del Litoral, Santa Fe, Argentina

Abstract— A Brain Computer Interface (BCI) provides a di-
rect form of communication between a person and the outside
world using brain signals, either to increase his/her integra-
tion in society or to provide a way to control the environment
where he/she lives. BCIs are communication systems based on
electroencephalographic (EEG) signals, such as event-related
evoked potentials (ERP). P300 is one of there ERP. It is a peak
that usually appears in the EEG signals around 300 ms in re-
sponse to an infrequent stimulus. The BCI based on P300 is usu-
ally composed by different blocks: input (data acquisition), fea-
ture selection/extraction, classification, output (e.g. control com-
mands) and, eventually, feedback. In this work, a Genetic Algo-
rithm (GA) is proposed as a feature selection method before the
classification stage, implemented using Fisher’s Linear Discrim-
inant Analysis (LDA). A dataset of input patterns was generated
from a database of EEG recordings of healthy people, in order
to train and test the proposed configuration. The addition of the
GA as a feature selection method resulted in a significant im-
provement in classification performance ( p < 0.001 ) and in a
reduction of the amount of features needed to reach such per-
formance ( p < 0.001 ). The results of this work suggest that this
configuration could be implemented in a portable BCI.

Keywords— Brain Computer Interface, Features Selection,
Genetic Algorithms, Fisher’s Discriminant Analysis, P300.

I. INTRODUCTION

A Brain Computer Interface (BCI) is a communication
system that does not depend of the efferent pathways of the
brain, peripheral nerves and muscles [1, 2, 3]. This direct in-
teraction between the brain of a person and the world is a
very useful form of communication, principally for severely
disabled people. BCIs are communication systems based on
electroencephalographic (EEG) signals, such as event-related
evoked potentials (ERP). The basic idea behind ERP is that
when visual, auditory or somatosensory infrequent stimuli
are mixed with frequent stimuli, the former evoke a potential
in the EEG that is typically recorded by the electrodes cover-
ing the parietal lobe. The peak usually appears around 300 ms
after stimulation (referred to as the latency of the peak).This
is why this type of ERP is called P300.

A BCI based on P300 is composed of different blocks:

input (data acquisition), feature selection/extraction, classi-
fication, output (e.g. control commands) and eventually feed-
back, where the control loop of the BCI is closed by the per-
son that uses it, (Fig. 1). A large amount of information often
enters the feature selection and classification blocks, deter-
mined by the number of recorded EEG channels and the sam-
pling frequency. The objective of this work was to propose
a configuration for the feature selection and classification
blocks using Genetic Algorithms (GA) and Fishers Linear
Discriminant Analysis (LDA), respectively, that efficiently
discriminated between signals with P300 and EEG signals
without P300 by reducing the number of features used.

Fig. 1: BCI blocks

II. MATERIALS AND METHODS

A. P300 paradigm

One way to generate P300 for BCIs is by using the
Donchin’s Speller [4]. It is a system based on an alphanu-
meric matrix of 6 x 6 elements, as shown in Fig. 2. This
matrix is shown to the subject using a computer screen. The
stimuli consists of flashing each of the rows and columns of
the matrix randomly. When the subject is focused on a single
cell of the matrix, flashing the row or column of the selected
cell becomes the relevant event. Therefore, only 2 of the 12
possible events are relevant, and these are the ones that gen-
erate the P300 response.
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B. EEG database

The database of EEG signals of healthy people used to
test the proposed configuration was generated by the Lab-
oratorio de Neuroimagenologı́a del Departamento de Inge-
nierı́a Eléctrica de la Universidad Autónoma Metropolitana
[5] using the P300 Speller application of the BCI2000 sys-
tem based on the speller proposed by Donchin and Farwell
[4]. Stimuli lasted for 62.5 ms, with an interstimulus interval
of 125 ms. A 16 channel amplifier (model GUSBamp, g.tec
Medical Engineering GmbH, Austria) was used to record 10
EEG channels: Fz, C3, Cz, C4, P3, Pz, P4, PO7, PO8, Oz, at
a sampling frequency of 256 Hz per channel. An eighth order
Chebyshev passband filter and a notch filter at 60 Hz were ap-
plied to the recorded signals. A subset of EEG signals from

Fig. 2: Donchin’s Speller

18 subjects was selected from the database to constitute the
input patterns. These EEG signals were downsampled at 64
Hz. This downsampling did not affect the experiment results
because the P300 signal is a low frequency signal, or slow
wave [4]. Each of these patterns was obtained by concatenat-
ing 10 segments of 64 samples, corresponding to each of the
10 EEG channels recorded from the subject after stimulation.
Therefore, the dataset consisted of 3780 patterns of 640 fea-
tures, in which 630 of them presented a P300 response. From
the subset of patterns that did not contain a P300 response,
630 were randomly selected, so both classes were represented
by the same amount of examples. This set of 1260 patterns
was divided into two subsets: one for training (80 % of the
patterns) and one for testing (the remaining 20% ). The as-
signment of the patterns to one of the subsets was made ran-
domly, keeping an equal representation for each class.

C. Feature selection

The idea behind feature selection is to choose a relevant
subset of features from the set to generate the patterns to
be classified [6]. In this work the feature selection method
was based on the wrapper model [7, 8, 9], where the clas-
sifiers are considered as black boxes, and their performance
is used to select the feature subset [8]. The feature selection
method modifies its configuration based on the classifier per-
formance, thus requiring a feedback from the output block

(Fig. 3). In this work, Genetic Algorithms (GA) were pro-

Fig. 3: Elements of the wrapper model.

posed as a feature selection method. GA are a general purpose
mechanism of random search [10]. Four principal aspects of
this algorithm to consider are: codification, population, oper-
ators and fitness [11]. The GA manipulates a population of
possible solutions for a problem with coded binary chains.
This set of chains represents the genetic material of the pop-
ulation of individuals [10]. Artificial operators of selection,
cross and mutation are applied to generate new populations
where the best individual (i.e. the best solution) can be found
through the simulation of the natural evolved process. Each
potential solution has a fitness value that measures how good
this solution is compared to the other solutions of the popu-
lation. The individuals are randomly initialized and then the
fitness is calculated. If any of the solutions of the population
reach the desired fitness value, the mentioned artificial opera-
tors are applied to generate the new population. This process
will continue until the fitness value of one solution reaches
the desired threshold.

For this work, individuals of binary chains of 64 bits were
generated. Each bit indicates if the sample remained (bit in
one) or was dismissed (bit in zero). The same individual was
used to mask the samples of each of the segments of the 10
channels that integrated the pattern. The fitness function used
here considered the accuracy of the classifier and the amount
of active bits of the individual, as in equation. 1:

f itness = wa ∗accuracy+
w f

∑ fi
(1)

where wa was the weight assigned for the accuracy and wc
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was the weight assigned to the inverse of the summation of
the active bits of the individual fi [12]. The values of wa and
wc were 0.8 and 0.2, respectively [12]. To initialize the GA, a
population of 100 individuals was generated. The initial state
of the bits was randomly assigned. Operators of simple cross
and mutation of one bit of the individual were applied to the
population considering the probability of cross of 0.95 and
the probability of mutation of 0.05, and the selection was
made by competence [10]. Elitism was incorporated to avoid
losing the best solution of each population. Once the best in-
dividual was found using the training set this solution was
tested with the testing set and the performance index was cal-
culated (see section E).

D. Classifier

The aim of the LDA is to find the transformation that max-
imizes the distance between classes and minimizes the dis-
tance between the elements of the same class in the trans-
formed space [8]. The distances are measured using disper-
sion matrices, between and within classes [7, 13].

In a multiclass problem where C is the number of classes,
xi is the set of patterns of the class i, mi is the mean value
of the patterns x ∈ {xi}, and ni is the number of patterns of
the set {xi},if m is composed by the mean values of all the
elements of all the classes C, then the inner dispersion ma-
trix SW and the dispersion matrix between classes SB can be
defined as:

SW =
C

∑
i=1

∑
x∈Xi

(x−mi)(x−mi)
t (2)

SB =
C

∑
i=1

ni(m−mi)(m−mi)
t (3)

where t is the transponder operator. The transformation is the
projection from the original feature space to the new space of
less number of dimensions, and can be expressed as:

y = Wtx (4)

where the column vector y is the feature vector of the pro-
jected pattern x in the new space. The optimum matrix W is
obtained by the maximization of the cost function:

J(W) =
|SBF|
|SWF|

(5)

SBF = WtSBW (6)

SWF = WtSWW (7)

where SBF y SWF are the dispersion matrix in the projected
space [13].

E. Performance indexes

The calculated performance indexes were accuracy, sensi-
tivity and specificity defined in equations 8, 9 and 10:

Accuracy =
Correct clasiffied patterns
Total amount of patterns

(8)

Sensitivity =
T P

T P+FN
(9)

Speci f icity =
T N

T N +FP
(10)

where T P is the amount of correct classified patterns of the
class with P300 response, FN is the amount of patterns mis-
classified of the class with P300 response, T N is the amount
of correct classified patterns of the class without P300 re-
sponse and FP is the amount of patterns misclassified of the
class without P300 response.

F. Data analysis and statistics

Data are presented as mean ± standard deviation for
normally distributed data, and as median (25% - 75% per-
centiles) otherwise. The Shapiro-Wilk test was used to check
whether samples used in statistical tests came from a normal
distribution or not; afterwards, a paired t test or a Wilcoxon
signed rank test was used, respectively, to test for differences
in performance or number of samples used in each pattern
when the GA were used for feature selection, compared to
the reference case in which no feature selection method was
applied. P values smaller than 0.05 were regarded as signifi-
cant.

III. RESULTS

The values of the performance indexes of accuracy, sensi-
tivity and specificity for the 18 subjects can be observed in
Fig. 4. Results showed that accuracy, sensitivity and speci-
ficity were significantly improved when the GA algorithm
was used. The average accuracy was 77.0 ± 6.0 % when the
GA was used compared to 69.5 ± 5.5 % when it was not
(paired t(17) = -6.642, p < 0.001); regarding sensitivity, it was
on average 76.6 ± 7.1 % versus 69.5 ± 5.3 % paired t(17) = -
4.964, p < 0.001), and the average specificity was 77.4± 7.1
when versus 69.6 ± 6.1 % paired t(17) = -5.023, p < 0.001),
respectively. With respect to the number of samples used, it

si
nc

(i
) 

R
es

ea
rc

h 
C

en
te

r 
fo

r 
Si

gn
al

s,
 S

ys
te

m
s 

an
d 

C
om

pu
ta

tio
na

l I
nt

el
lig

en
ce

 (
fi

ch
.u

nl
.e

du
.a

r/
si

nc
)

Y
. A

tu
m

, J
. B

iu
rr

un
, H

. L
. R

uf
in

er
 &

 R
. C

. A
ce

ve
do

; "
G

en
et

ic
 F

ea
tu

re
 S

el
ec

tio
n 

fo
r 

a 
P3

00
 B

ra
in

 C
om

pu
te

r 
In

te
rf

ac
e"

A
na

le
s 

de
l V

I 
C

on
gr

es
o 

L
at

in
oa

m
er

ic
an

o 
de

 I
ng

en
ie

rí
a 

B
io

m
éd

ic
a 

(C
L

A
IB

 2
01

4)
, p

p.
 1

65
, o

ct
, 2

01
4.



was always 640 when no feature selection was performed,
and 120 (120 - 132.5) samples when the GA were used, re-
sulting in a significant reduction in the amount of samples
required for classification (Wilcoxon, Z = 3.753, p < 0.001).

Fig. 4: Comparison of the accuracy of the classification of the temporal
patterns without an algorithm of features selection (Ref) and with the GA as

features selection method (Wr)

IV. DISCUSSION AND CONCLUSIONS

In this work, GA algorithms were applied as a feature se-
lection method in order to improve the performance of a BCI.
Results showed a significant improvement in accuracy, sensi-
tivity and specificity, and a reduction in the number of sam-
ples required when GA were used. This work was the contin-
uation of previous ones [14, 15], where GA were used with
Support Vector Machines, in which patterns from only one
or two channels of EEG registers, simulated and real, of two
subjects were classified. In this work, a database consisting
of 10-channel EEG recordings of 18 subjects was used and
in this case a more simple classifier such as LDA was imple-
mented. One change that was implemented was the use of the
same individual to mask each of the segments of the patterns
that correspond to each of the registered channels and the in-
corporation of elitism. Despite the fact that more information
was needed to feed this configuration, better performance in-
dexes values than previous works configurations were gener-
ated with the implementation of a simple classifier, an indi-
vidual channel mask and a low computational cost. The re-
duction in the amount of features of the GA and LDA config-
uration was significant. The classification was done with only
120 samples instead of the 640 of the original input signal. A

limitation of this features selection method is its subject de-
pendency because different individuals were obtained for the
different subjects. The results of this work suggest that the
GA and LDA configuration could be suitable for implemen-
tation in a portable BCI. As future work other possible config-
uration of the GA can be implemented, for example changing
the operators and the codification of the individuals.
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