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Abstract In a recent publication the pseudoanechoic mix-
ing model for closely spaced microphones was proposed
and a blind audio sources separation algorithm based on this
model was developed. This method uses frequency-domain
independent component analysis to identify the mixing pa-
rameters. These parameters are used to synthesize the sepa-
ration matrices, and then a time-frequency Wiener postfilter
to improve the separation is applied. In this contribution, key
aspects of the separation algorithm are optimized with two
novel methods. A deeper analysis of the working principles
of the Wiener postfilter is presented, which gives an insight
in its reverberation reduction capabilities. Also a variation of
this postfilter to improve the performance using the informa-
tion of previous frames is introduced. The basic method uses
a fixed central frequency bin for the estimation of the mix-
ture parameters. In this contribution an automatic selection
of the central bin, based in the information of the separabil-
ity of the sources, is introduced. The improvements obtained
through these methods are evaluated in an automatic speech
recognition task and with the PESQ objective quality mea-
sure. The results show an increased robustness and stability
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1 Introduction

One of the fundamental problems for the widespread of ap-
plications of automatic speech recognition is the degrading
effect of noise [14]. The speech recognition systems trained
under laboratory conditions, suffer a strong degradation in
their performance when used in real environments [20]. Sev-
eral aspects contribute to this degrading effect. One of them
is the presence of multiple sound sources other than the de-
sired one, which alter the information of the desired source
and produce a deterioration of the recognition rate. Another
problem is related to the use of distant microphones [18].
In an ideal close talking environment the microphones used
to capture the sound field are located near to the speaker
mouth. In this way, the direct sound from the target speech
is picked with a large signal to noise ratio. But in several ap-
plications, like teleconference systems or remote controlling
of home appliances, the microphones are located far away
from the speaker. In this way the sound field that the mi-
crophones pick up is affected by several sound sources in a
stronger way, producing a lower SNR. Moreover, the target
speech is modified by the room impulse response, producing
a smearing in its contents and a coloring of the spectra [12].
This effect is known as reverberation, and it affects the per-
formance of ASR systems even if there are no other sound
sources and if the system was trained with speech recorded
in the same conditions [2].
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2

There are several approaches that try to mitigate the com-
peting noise effect. Basically the alternatives are applied at
three different levels of the speech recognition system [10].
At the level of the audio signal, the enhancement approach
tries to produce a speech signal as similar to the original
source as possible. At the level of the features used by the
recognizer, the robustness is introduced either by using a set
of intrinsically robust features, or by projecting the noisy
features on the space of clean features. Finally, at the level
of the acoustic models, the effect of noise can be introduced
either by using multiple acoustic models for different noise
conditions, or by an adaptation of the basic model to the
noise conditions during the use of the system. This work is
focused in the first kind of techniques, the task is to prepro-
cess the audio signal to produce a desired speech signal as
clean as possible. In particular, this is done using multiple
input signals captured through a microphone array.

In particular this work is focused in a recently proposed
frequency-domain independent component analysis (fd-ICA)
algorithm, which uses a pseudoanechoic mixing model, un-
der the assumption of closely spaced microphones. This sep-
aration method, named pseudoanechoic model blind source
separation (PMBSS) was shown to be very effective in pro-
duce separation in environments where other approaches fail,
and with a very high processing speed [8]. For example, it
can produce an improvement of more than a 45% in recogni-
tion rate, with a processing speed more than 16 times higher
than the standard method proposed by Parra et al [19].

This contribution will be focused in producing some im-
provements to the PMBSS method. First, a revision of the
PMBSS method will be presented, including a new analysis
of the working principles of the Wiener postfilter, that show
its capabilities to not only enhance the separation, but also
of reducing the reverberation. Next, two alternative methods
will be presented, one proposing a method for automatic se-
lection of the optimal central frequency to use in the estima-
tion of the mixing parameters, and a second in the Wiener
postfilter, to exploit the temporal information in the noise es-
timation. This section is followed by a series of experiments
to show improvements introduced by the proposed methods.
A discussion and conclusion section ends the article.

2 Pseudoanechoic Model for BSS

In this work the speech enhancement approach is used. In
this way the objective will be to obtain a speech as clean
as possible. Among the many techniques used for this pur-
pose, the microphone array processing has recently received
strong attention from the scientific comunity. The task of
blind source separation in the microphone array context, con-
sist in the extraction of the sources that originated the sound
field, given a set of measurements obtained through an array
of microphones [12].
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Fig. 1 A case of cocktail party with M sources and N microphones.

The problem is known in the literature as “cocktail party”,
because of the analogy with such a party in which there
are several speakers and sound sources, and yet human be-
ings have the ability to segregate the source of interest and
concentrate in the desired conversation [11]. This ability is
related to the fact that humans have two ears, and thus a
multi-microphone setup is naturally introduced as an alter-
native for the solution. A brief mathematical description of
the problem will be presented in the following.

2.1 Convolutive BSS problem

Consider the case in which there are M active sound sources,
and the sound field generated by them is captured by N mi-
crophones, as shown in Fig. 1. From source j to microphone
i, an impulse response hi j characterizes the room. Using the
notation s j for the sources and xi for the microphone sig-
nals, with i = 1, . . . ,N and j = 1, . . . ,M, the mixture can be
represented at each instant t as [4]:

xi(t) = ∑
j

hi j(t)∗ s j(t) , (1)

where ∗ stands for convolution. Let us form a vector of
sources,

s(t) = [s1(t), · · · ,sM(t)]T

and the same for the vector of mixtures

x(t) = [x1(t), · · · ,xN(t)]T

measured by the microphones, where [·]T stands for trans-
position. Then the previous equation can be written (with a
little abuse of notation) as:

x(t) = H ∗ s(t) (2)

where the “matrix” H has as each element a filter given by
the impulse response from one source location to one micro-
phone location. The equation must be understood as a sim-
ple matrix-vector product, but replacing the multiplications
by a filtering operation via convolution.
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3

In this context, there are several approaches for the so-
lution of the BSS problem. From the basic ones based on
beamforming [3], to the more advanced separation meth-
ods based the sparcity of the sources in the time-frequency
domain [25] and the separation based on the search of sta-
tistical independence of the obtained sources [9]. The last
approach assumes that the original sources are statistically
independent, and thus the separation can be achieved search-
ing for a transformation that produces statistically indepen-
dent results. This approach uses independent component anal-
ysis (ICA) and there are several methods that exploit the in-
dependence to yield the estimated sources.

One of the more successful methods is the frequency-
domain independent component analysis method (fd-ICA)
[23]. If a short time Fourier transform (STFT) is applied to
(2), the mixture can be written as [2, chapter 13]

x(ω,τ) = H (ω)s(ω,τ) , (3)

where the variable τ represents the time localization given
by the sliding window in the STFT, and ω is the frequency.
It should be noted that, as the mixing system was assumed to
be LTI, the matrix H(ω) is not a function of the time. Also
note that the convolution operations have been replaced by
ordinary multiplication, which makes the problem simpler
in this domain.

The classical solution alternative is to apply an ICA al-
gorithm to each frequency bin, producing separation on each
of them. After separation, the separated sources in each bin
need to be reordered due to the permutation ambiguity in-
herent to ICA methods, and then an inverse STFT is used
for the time-domain reconstruction. The permutation prob-
lem is one of the main drawbacks of this method, because
its correction is not trivial, and although many solution al-
ternatives have been proposed, none of them is completely
effective [17]. Another problem of the standard method is
the different convergence of the ICA method for each fre-
quency bin, which yields different separation qualities for
different bins, including some bins where the method failed
to converge to a proper solution.

2.2 The pseudoanechoic model

In a previous development [8], the pseudoanechoic model
was proposed as an alternative to solve this problem. If the
microphones are closely spaced, it can be assumed that the
impulse response from a source to all the microphones will
be delayed and scaled versions of it. Using the notation of
Fig. 1, with M = N = 2, the mixture can be expressed as

x1 (t) = s1 (t)∗h11 (t)+ s2 (t)∗h12 (t)

x2 (t) = s1 (t)∗h21 (t)+ s2 (t)∗h22 (t) . (4)

Under the assumption of closely spaced microphones,
the crossing impulse response can be expressed as delayed

and scaled version of the direct impulse responses, approx-
imating h21(t) ' αh11 (t −d1) and h12(t) ' βh22 (t −d2).
This simplification is important because it allows to write
the mixing matrix of (3) in a simpler way

x(ω ,τ) =
[

1 βe− jd2ω

αe− jd1ω 1

][
H11(ω) 0

0 H22(ω)

]
s(ω,τ)

(5)

In this equation, the rightmost matrix, which does not pro-
duces any mixing, represent the room effect on each source
signal. The leftmost matrix in turn, represents the mixing ef-
fect. In this way the very complex filtering and mixing effect
of the room can be decomposed in two simpler parts, one of
mixing and the other of filtering. Applying the filtering part
to the source signals, the following is obtained

x(ω ,τ) =
[

1 βe− jd2ω

αe− jd1ω 1

]
z(ω,τ) (6)

where now the z(ω,τ) contains the reverberated sources. In
simple words, the pseudoanechoic model concentrate the ef-
fect of the room in a general impulse response for each chan-
nel which introduces distortion to that signal, and a simpler
mixing which is similar to the anechoic model which is ap-
plied on these reverberant signals. It was shown that this
model is plausible for microphones separated even by 5 cm,
in moderate reverberant conditions.

Based on this mixing model, the PMBSS algorithm was
introduced. Simply speaking, this method aims to produce
the z sources mentioned before. It is interesting to note that
in (6), the mixing matrix has a dependency on ω which is
easy to synthesize. For all frequencies, the parameters α ,
β , d1 and d2 have constant values, this means that if one is
capable of identifying these parameters in a robust way for
one specific frequency, they can be used to synthesize the
mixing matrix (and by inversion, the separation matrix) for
all the frequencies. Basically, the PMBSS method has three
stages: 1) Estimation of the Mixing parameters for a given
frequency bin, using ICA; 2) Synthesis of the separation ma-
trixes for all frequencies using the estimated parameters, and
separation; 3) Application of a time-frequency Wiener post-
filter.

The main advantage of this method is that instead fo per-
forming one ICA separation for each frequency bin, only
one ICA problem is solved over the data form a given central
bin and a number of lateral bins. From the estimated mixing
matrix, the mixing parameters of the pseudoanechoic model
are estimated, and used to synthesize the separation matri-
ces for all the bins. In this way the resulting algorithm is
extremelly fast, and yet it produces a high quality of separa-
tion.

The key aspect of this method is how to identify the mix-
ing parameters accurately. The proposed method consisted
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in using ICA in a previously selected (fixed) frequency bin.
Moreover, to produce robustness, instead of the data of only
that bin, the data from a group of bins, taken symmetrically
around the selected frequency, was used. In this way the ICA
algorithm has a lot of data for the learning of the parameters,
which can speed up the convergence, and moreover, the es-
timation produced is more robust, as shown in the previous
work. Nevertheless, the selection of the optimal central bin
to use was not explored. There must exist an specific fre-
quency bin for which the parameters can be estimated more
accurately. If this bin can be identified by an easy method, it
can improve the separation results

Another interesting aspect of this method was the intro-
duction of a time-frequency Wiener filter estimated using
the information obtained after the separation stage. At this
point, an estimation of the reverberant sources z(ω,τ) =
[z1(ω,τ) z2(ω ,τ)] was obtained. As the separation method
is not perfect and the main hypothesis may be only partially
fulfilled, the separated sources will have some residual com-
ponents of the competing source. This is because the sepa-
ration matrix can only reject the source coming from one
direction, as shown in [1]. Nevertheless, as the estimations
for the two sources are available, this means that to improve
the separation of one of the sources, the other can be used as
an estimation of the noise. In this way, the time-frequency
Wiener filter to improve the source z1 using z2 as an estima-
tion of the noise is given by

FW ,1(ω,τ) =
|z1(ω ,τ)|2

|z1(ω,τ)|2 + |z2(ω,τ)|2
, (7)

with an equivalent definition for the filter to enhance the
other source.

This postfilter was shown to produce an important in-
crease in the separation quality, and also it was shown to be
a better alternative than other approaches like binary masks.
Nevertheless, the wiener postfilter is a very simple case, and
more interesting approaches can be used.

2.3 Reverberation reduction by Wiener postfilter

In this section a deeper analysis of the Wiener postfilter in a
2 by 2 case is performed, to show how this filtering provides
additional reduction, not only of the competing source, but
of the echoes coming both from the competing source and
the echoes of the desired source. To this end, it is neces-
sary to study the beampatterns generated by the separation
matrix. As was shown in [1], the separation matrix gener-
ated by ICA works as an adaptive null beamformer, that is,
a beamformer which is designed to reject the signal arriving
to the microphone array from certain direction. In the two by

two case, the separation matrix works as a pair of null beam-
formers, where each beamformer reject the signals arriving
from the estimated direction of arrival of each source.

In an environment with no reverberation, if one of the
main signals is eliminated, the resulting signal will have
information only of the other signal, and thus producing a
good separation. But in reverberant environments, there are
echoes arriving to the array from other directions than the
main propagation path. As the separation can only eliminate
the signal from the main direction, the echoes from both, the
desired source and the competing source, will remain in the
separated signal.

An uniform linear array of N microphones in the far field
is characterized by its array response vector, which is a func-
tion of the frequency f and the angle of arrival φ , given by

v( f ,φ)=
[
1,e

− j2π f d sin(φ)
c ,e

− j2π f 2d sin(φ)
c , · · · ,e

− j2π f (N−1)d sin(φ)
c

]T
,

(8)

where d is the microphone spacing and c the sound speed.
This array response vector characterises the microphone ar-
ray as it explain the relation among the outputs of each of the
microphones. If the outputs of the array are linearly com-
bined (as in a delay and sum beamformer), weighted with
coefficients a = [a1,a2, . . . ,aN ]T , then the beamformer re-
sponse r( f ,φ) will be given by

r( f ,φ) = aHv( f ,φ) (9)

where [·]H is the conjugate transposed operation. The mag-
nitude of the beamformer response is the array gain or beam-
pattern, which shows for each frequency, how the magnitude
of the output signal change with the angle of arrival of the
input signals. In the case of the separation matrix, each row
of it works as a null beamformer, and thus in a 2 by 2 case
a pair of null beamformers is generated. Figure 2 shows the
beampatterns generated by the PMBSS method for the case
of two speech sources at ±26 degrees, sampled at 8000 Hz,
captured with two microphones spaced by 5 cm. For each
beampattern the null is located in the direction of one of the
sources.

To analyze the capabilities of this Wiener filter, assume
that there is a sound field produced by white and stationary
signals, with equal power from all directions. That is, sup-
pose that the microphone array receives equal power from
all angles and for all frequencies and times. In this case, the
behaviour of the combined separation and Wiener filter pro-
cess can be analyzed using the beampatterns, as the beam-
pattern output will be the actual magnitude at the output of
the separation, as a function of the arrival angle.

Figure 3 shows the beampatterns obtained from the sep-
aration matrix in the bin corresponding to 2000 Hz in the
same example of Fig. 2 (for other frequencies the analysis is
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Fig. 2 Beampatterns generated by PMBSS for sources at ±26 degrees.
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Fig. 3 Effect of the Wiener postfilter on the beampatterns. a) the beam-
patterns generated from the separation matrix. b) the beampatterns af-
ter application of the Wiener filter.

equivalent). The top row shows the beampatterns obtained
from the separation matrix. For each beampattern, it can be
seen that in the direction of each source, the gain is unitary
(which is a consequence of the minimal distortion princi-
ple), and in the direction of the other source the gain tends
to zero. In the bottom row, we have applied the equation of
the Wiener filter to these patterns. That is, if the beamformer
gains for the separation matrix at the given frequency are
called G1(θ) and G2(θ), and as they are also the output am-
plitudes as a function of the angle, the first Wiener filter will
be G1(θ)2/(G1(θ)2 + G2(θ)2), and the same for the other
filter.

This is a way to visualize the approximate global effect
of the whole processing. As it can be seen, the Wiener filter
maintains unitary gain in the desired directions and nulls in
the interference directions, but also produces attenuation in

all other directions, which mitigates the effect of all echoes
including both, those from the undesired noise (which im-
proves separation) and these from the desired source (which
reduces the reverberation). This is very important, because it
means that it helps in improving the fundamental limitation
of the fd-ICA approach as analyzed in [1], that is, the impos-
sibility of rejecting or reducing the echoes. It must be noted
that this kind of postfilter is general and can be incorporated
in any fd-ICA approach to improve its performance.

Clearly, in real situations the input signals will be neither
of the same power for all directions as assumed, nor white
and stationary. Nevertheless, the signal with stronger com-
ponent will in general come from the detected directions,
with the echoes of lower power arriving from different di-
rections, and thus the resulting effect would be even better
than the depicted one. That is, Fig. 3 represents the worst
case of possible inputs, and thus for more realistic cases an
even better behaviour can be expected.

3 Proposed methods

As already explained, two improvements for the standard
PMBSS method will be introduced. First a method for au-
tomatic selection of the central frequency bin to use in the
ICA based mixing parameter estimation is introduced. The
mutual information provides an estimation of the amount of
mixing in each bin. In this way, the selection of a bin which
has little overlapping of information will be optimal to find
the proper separation.

In second place, the basic time-frequency Wiener post-
filter uses an instantaneous time-frequency estimation of the
source and noise. But it is know that, due to the reverbera-
tion effect, the information in some instant depends also on
previous information. To take this effect into account, the
noise estimation is composed not only by the present instant
but by a number of delayed versions of the previous infor-
mation. These methods will be introduced in what follows.

3.1 Automatic selection of the central bin

As already mentioned, the first stage of PMBSS (estimation
of the mixing parameters) is performed by means of a ro-
bust ICA method on data collected from a set of frequency
centered in a previously chosen bin. In [8], this central bin
was set at a fixed value in an arbitrary way. However, for
each particular mixture of signals it must be a frequency
bin which yields the best possible estimation of the mixing
parameters. This optimal bin will depend in the particular
sources and mixing characteristics, and thus it would be de-
sirable to have some automatic selection method for it.

The best central bin would be that in which the ICA al-
gorithm can produce the best mixing matrix estimation. In-
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6

tuitively, it would be one in which, given the characteristics
of the mixture, the sources are “less mixed”, or more statis-
tically independent. What is necessary is a measure of how
mixed are the signals in each bin. One measure that can be
used for this purpose is the mutual information. Mutual in-
formation measures the amount of information that is shared
among random variables. It is calculated as [5]

I(X ,Y ) =
∫∫

p(x,y) log
(

p(x,y)
p(x)p(y)

)
dxdy , (10)

where I(X ,Y ) is the mutual information of the two random
variables X and Y , p(x,y) is the joint probability density
function (pdf) of the variables, and p(x) and p(y) are the
marginal pdf of the variables. Using the definition of differ-
ential entropy H(X) =−

∫
p(x) log(p(x))dx and joint differ-

ential entropy H(X ,Y ) = −
∫∫

p(x,y) log(p(x,y))dxdy, the
mutual information can be written as [15]

I(X ,Y ) = H(X)+H(Y )−H(X ,Y ) . (11)

The mutual information is always positive. If the en-
tropy of a random variable is interpreted as a measure of
the amount of information carried by the variable, a nonzero
value of the mutual information indicates that the amount of
information carried by the joint random process is less than
the addition of information carried by each random variable
by itself. Or in other words, that the random variables had
some common information in such a way that when mea-
sured as a joint process, the total amount of information is
less that the addition of the information of each one. In fact,
this measure has been used in several approaches of ICA as
measure of the independence of the sources [13]. This is be-
cause if the obtained signals share no information (the mu-
tual information is zero), the sources must be independent.

Applying this concept for the case of a mixture of sig-
nals, if the mutual information of the signals in a frequency
bin is small, it will be indicative that there is little infor-
mation sharing among the random variables involved. But
if there is little information sharing is equivalent to express
that the degree of mixing is small. In this way, mutual infor-
mation can be used as an index of separability for the pair of
signals in each frequency bin. The central bin selection will
be done according to the bin that shows the lowest mutual
information.

At this point we use the following assumption as in [21,
22]: For a complex valued random variable X , p(x) is inde-
pendent of the phase angle, or in other words, p(x) = p(|x|).
This assumption is plausible for the time evolution of a spe-
cific frequency bin, given that the STFT was calculated us-
ing arbitrary shifted windows, and the arbitrary shift affects
the phase information but should not affect the pdf. In this
way the mutual information between the magnitude of the

signals in each bin can be estimated. To produce an estima-
tion of the mutual information a non-parametric histogram
based estimator was used [15].

There are also two other aspects to consider. On is the
variation of signal levels among different bins. To make the
measurement independent of these variations, we normalize
the mutual information by the average magnitude of the sig-
nals of each bin. The other aspect is the effect of frequency
in the parameter estimation. The parameters to estimate, par-
ticularly the delays, are obtained from the angle of the cross-
ing terms in the mixing matrix, divided by the frequency of
the bin. In this way, for the same level of accuracy in the
angle estimation, a bin at higher frequencies will produce a
better estimation. If the angle estimation has an error of ζ ,
the delays have an error proportional to ζ/k where k is the
bin index. This means that a higher frequency bin will have
less effect of the noise in the parameter estimation, thus we
divide the mutual information by the frequency bin index k,
producing lower values for higher frequencies. In this way,
the optimal bin is selected as the one that minimizes the fol-
lowing quantity

J(k) =
I(|x1(ωk,τ)| , |x2(ωk,τ)|

k
T

2

∑
i=1

T

∑
τ=1

|xi(ωk,τ)|
(12)

where T is maximum frame index used in the STFT.

3.2 Correlated Wiener postfilter

The Wiener postfilter used in [8] has shown to be very use-
full, but in its simple form of (7) a lot of information avail-
able in the source and noise estimation is disregarded. One
of the most important effects of reverberation is to propagate
the information along the time. This means that some event
happening at a given time will continue to have influence in
future instants. In other words, the reverberation effect in-
creases the correlation in time.

This information is not exploited in the ICA method used
in this work, because the signals are assumed to be generated
by random iid process. The Wiener filter proposed in [8] also
does not take into account this information as the estimation
of the noise is based on the current time only. But for a batch
method, there is information available on the noise charac-
teristics from both, past and future values, thus a more so-
phisticated alternative can be implemented. In addition, the
obtained signals after separation can have an arbitrary delay.
That is, there is nothing that guarantees synchronization of
the extracted sources, thus the information used as estima-
tion of noise in the original Wiener filter could be related to
a different instant than that for which was used.

si
nc

(i
) 

R
es

ea
rc

h 
C

en
te

r 
fo

r 
Si

gn
al

s,
 S

ys
te

m
s 

an
d 

C
om

pu
ta

tio
na

l I
nt

el
lig

en
ce

 (
fi

ch
.u

nl
.e

du
.a

r/
si

nc
)

L
. D

i P
er

si
a,

 D
. H

. M
ilo

ne
 &

 M
as

uz
o 

Y
an

ag
id

a;
 "

C
or

re
la

te
d 

po
st

fi
lte

ri
ng

 a
nd

 m
ut

ua
l i

nf
or

m
at

io
n 

in
 p

se
ud

oa
ne

ch
oi

c 
m

od
el

 b
as

ed
 b

lin
d 

so
ur

ce
 s

ep
ar

at
io

n"
Jo

ur
na

l o
f 

Si
gn

al
 P

ro
ce

ss
in

g 
Sy

st
em

s,
 V

ol
. 6

3,
 N

o.
 3

, p
p.

 3
33

-3
44

, 2
01

1.
 T

he
 f

in
al

 p
ub

lic
at

io
n 

is
 a

va
ila

bl
e 

at
 w

w
w

.s
pr

in
ge

rl
in

k.
co

m
/c

on
te

nt
/t3

37
8v

j9
51

22
44

86
/.



7

These two aspects motivate us to explore some way to
introduce the time correlation information in the noise esti-
mation. To achieve this, the Wiener time frequency postfilter
is modified in the following way

FW ,1(ω,τ) =
|z1(ω,τ)|2

|z1(ω,τ)|2 +
p

∑
k=−p

ck |z2(ω,τ − k)|2
, (13)

where k represents the index of lag, p is the maximum lag to
consider, and ck are properly chosen weights that must take
into account amount of contribution of the noise in that lag
to the noise present in the source. The second term in the de-
nominator represent an estimation of the noise in the present
time, given past and futurevalues of the same. This produces
a more accurate estimation of the noise, and although it con-
siders a noncausal estimation, it must be noted that even the
basic Wiener postfilter is noncausal, and this is feasible for
batch algorithms.

The important aspect here is how to fix the weighting
constants ck. These weights should be large if the delayed
version of the noise has an important effect in the current
time, otherwise it should be small. The effect of delayed
versions of the noise can be evaluated by some measure of
similitude with respect to the noisy signal. To calculate such
a similitude we use the correlation among the accumulated
squared magnitude over all frequencies. These accumulated
squared magnitudes are given by

εzi(τ) =
L

∑
j=1

∣∣zi(ω j,τ)
∣∣2 (14)

where j is the frequency bin index and L the index of the
maximum frequency. With this definition, the weight coeffi-
cients are defined as the normalized correlation

ck =
∑τ εz1(τ)εz2(τ + k)

‖εz1‖‖εz2‖
, ∀ − p ≤ k ≤ p . (15)

with an equivalent definition for the filter to enhance the
other source, interchanging the roles of z1 and z2.

The value of p is related to two factors. One is the al-
ready mentioned reverberation. The longer the reverbera-
tion time of the room, the larger the number of succesive
windows that will be important in the estimation. Also, the
amount of overlaping between windows in the STFT in-
creases the redundancy. In PMBSS an overlapping factor of
50% is used, and thus this aspect will have a minimal effect
in the optimal value of p.

4 Results and discussion

The performance of the proposed methods was evaluated us-
ing two different quality measures. One is the Perceptual
Evaluation of Speech Quality (PESQ) measure, an objective
method defined in the standard ITU P.862 for evaluation of
communication channels and speech codecs. In a series of
studies, this measure was found to be highly correlated with
the output of speech recognition systems, when the input
was preprocessed by fd-ICA methods [6, 7].

The other evaluation was performed using an automatic
speech recognition system. This is a state-of-the-art contin-
uous speech recognition system based on semi-continuous
hidden Markov models, with context independent phonemes
in the acoustic models, using Gaussian mixtures and bigram
language model estimated from the transcriptions. The front-
end was Mel Frequency Cepstral Coefficients (MFCC), in-
cluding energy and the first derivative of the feature vector.
The system was built using the HTK toolkit [26].

The audio material for the experiments was taken from a
subset of the Spanish speech Albayzin database [16], and we
also used white noise from Noisex-92 database [24]. All the
material uses a sampling frequency of 8 kHz. The acoustic
model was trained using 585 sentences from a subset related
to Spanish geography questions. A set of 5 sentences uttered
by two male and two female, for a total of 20 utterances, was
used to evaluate the speech recognition rate.

Source Noise

100

200

100

100

Height: 100

Height: 125

Fig. 4 Room setup used in the mixtures generation. All dimensions are
in cm.

The mixtures were recorded in a real room as in Fig.
4. This room has 4 x 4.9 m with a ceiling height of 2.9 m.
The room has a reverberation time of τ60 = 120 millisec-
onds, but plywood reverberation boards were added in two
of the room walls to increase this time to τ60 = 200 mil-
liseconds. Two loudspeakers were used to replay the sound
sources and the resulting sound field was captured with two
measurement omnidirectional microphones spaced by 5 cm.
The 20 sentences were mixed with the two kind of noises, at
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8

Table 1 Average separation quality as function of the number of lags
used to estimate the Wiener filter.

Power Noise STD p = 0 p = 1 p = 2 p = 3
6 dB Speech 2.74 2.74 2.80 2.78 2.73

White 2.84 2.83 2.88 2.86 2.83
0 dB Speech 2.50 2.48 2.52 2.45 2.41

White 2.59 2.54 2.67 2.66 2.65
Average 2.67 2.65 2.71 2.69 2.65

two different power ratios: 0 dB and 6 dB. In this way there
are four sets of mixtures of the 20 test sentences.

The recognition performance was evaluated using the
word recognition rate, calculated after forced alignment of
the system transcription with respect to the reference tran-
scription. This measure was calculated in the standard way
as

WRR% =
N −S−D

N
100% , (16)

where N is the total number of words in the reference tran-
scriptions, S is the number of substitution errors, and D is
the number of deletion errors [26].

For the standard PMBSS we used the same configuration
as proposed in the previous work, with central bin fixed at
3/8 of the maximum frequency for white noise, and 5/8 of
the maximum frequency for speech noise. In all experiments
we fixed the number of lateral bins to use in 10.

4.1 Optimal lag for the Wiener postfilter

The proposed Wiener postfilter depends on one parameter
that needs to be determined: the maximum number of lags p
to consider in the noise estimation. There is a compromise
in the selection of this parameter. On one side, if the rever-
beration time is long, the information of the noise in one
instant will have importance at a wider ranges of time in-
stants, and thus a larger p should be used. On the other side,
if too much lags are combined, there is an increasing prob-
ability of having time-frequency tiles for which both, the
estimated source and the estimated noise, have significant
energy, and this will produce a degradation on the source
estimation. To verify the influence of this parameter, the set
of 20 test mixtures, under the two kind of noises and the
two noise powers, were separated using values of 0, 1, 2 and
3 for p, and the PESQ quality evaluated on each separated
source. For comparison we used also the standard method
(STD) as proposed in [8]. Table 1 presents the results.

As it can be seen, the best results are obtained for a max-
imum lag of 1. The use of p = 0 imply using as noise estima-
tion only the present time instant, which would be the same
as in the standard PMBSS method. The difference is in the
use of weights, that being lower than one will reduce the
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Wiener filter, p=0
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Wiener filter, p=1
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Wiener filter, p=2
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0

1000
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Fig. 5 Effect of the number of lags p in the Wiener filter. For reference,
the desired source Spectrogram is also shown.

noise estimation with respect to the standard method where
this weight is always equal to one. When the number of lags
considered is increased, the quality is lowered. This is due
to the increasing distortions introduced by the Wiener post-
filter when it eliminates more and more frequency compo-
nents. Nevertheless, it must be noted that when the sources
are heard, the competing source is almost completely elimi-
nated, but the resulting spectrogram show an increased num-
ber of gaps due to the excessive elimination of frequency
components, which produce the reduction on PESQ.

This effect in the spectrogram can also be seen in Fig. 5.
To generate this figure, the magnitude of the Wiener postfil-
ter was draw in colorscale, for p = 0,1,2, for one example of
speech-speech mixture at 0 dB. Also the spectrogram of the
original (desired) source is shown. The effect of adding lags
is a sharpening in the spectral characteristic of the desired
source. As the number of lags is increased, the Wiener fil-
ter approaches a binary mask with sharp transitions, which
provides better rejection of the undesired source, but also in-
troducing distortions in the desired source. On the contrary,
for small p the shape is smoother, with better preservation
of the desired source, but a greater leakage of the undesired
one.

4.2 Evaluation of the bin selection method

To show that the proposed method can properly select the
optimum bin, we have chosen four examples of mixtures,
two with speech and the other two with white noise as com-
peting sources, all at 0 dB of power ratios. The separation
method was applied using a fixed number of 10 lateral bins
at each side of the selected central bin to estimate the mixing
parameters. A window length of 256 samples with window
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Fig. 6 Automatic central bin selection examples. The PESQ as a func-
tion of the central bin is drawn. The maximum PESQ is marked with a
cross, and the quality of the automatic selected bin with a circle.

shift of 128 samples was used. This produces a transform
with 129 bins. The central bin was varied from 11 to 118,
and for each value of the central bin, the basic separation
method was applied and the PESQ score over the whole re-
constructed signal was calculated. In this way, a graphic of
the achieved quality in function of the central bin can be
done. Then, the proposed method is applied, and the auto-
matically selected bin reported. This allows to verify if the
method can identify the optimum bin properly.

Figure 6 show the results. The first row has two exam-
ples of the PESQ for the case of white noise, and the second
row the same measure for the case of speech noise. In each
case, a cross marks the best PESQ value possible, and a cir-
cle mark the obtained PESQ with the automatically selected
bin. It can be seen that usually the method is able to find the
bin which produces the optimum PESQ, and when it cannot,
it detects a bin that produces a local maximum in quality.

4.3 Comparative evaluation

Finally we present the results of PESQ score and word recog-
nition rate for the different alternatives of the method: the
standard PMBSS method (STD), the method with only the
central bin selection changed (BIN), the method with central
bin fixed but with the improved Wiener postfilter (WIENER),
and the full proposed method (FULL). Tables 2 and 3 present
the results for PESQ and WRR% respectively, for the eval-
uated methods and also for the mixtures without any pro-
cessing (that is, as they are captured by the microphones).

The results show that both proposed methods provide
for an improvement in the quality of the separated signals,
which is reflected in both, improvements in PESQ and in

Table 2 Average separation quality (PESQ) for the different methods
evaluated in this work and the mixtures.

Power Noise Mix STD BIN WIENER FULL
6 dB Speech 2.11 2.74 2.83 2.80 2.89

White 1.98 2.84 2.83 2.88 2.87
0 dB Speech 1.73 2.50 2.60 2.52 2.65

White 1.64 2.59 2.56 2.67 2.63
Average 1.86 2.67 2.70 2.71 2.76

Table 3 Word recognition rates (WRR%) for the different methods
evaluated in this work and the mixtures.

Power Noise Mix STD BIN WIENER FULL
6 dB Speech 44.50 84.66 86.00 84.13 85.19

White 19.54 84.00 84.50 82.50 80.50
0 dB Speech 30.00 82.50 83.00 84.66 86.00

White 7.20 67.50 70.00 73.50 73.50
Average 25.31 79.66 80.87 81.20 81.30

WRR. Moreover, when the two methods are applied together
the improvement is even larger than the improvements ob-
tained by the separated methods. This is clearly seen the
PESQ average results, where the individual improvements
are of 0.03 and 0.04, but combined contribute to a global
0.09 improvement. The complete method provides for a 6%
relative improvement in quality measured as PESQ score,
and an increase of 1.64% in the average recognition rate. It
must be noted that the processing time is almost not changed
by these new alternatives (only about 5% increase in pro-
cessing time), and thus the method mantains its very high
processing speed.

5 Conclusions

In this work, the PMBSS method was analyzed with in-
creased detail, providing insights in the reason why it is very
successfull in achieving separation and some reverberation
reduction. In particular it was shown why this reverberation
reduction is produced even when the separation model is
supposed to produce separation but not reverberation reduc-
tion.

This paper also addresses an aspect that was left for fu-
ture work in [8], which is the selection of the optimal central
bin to be used in the estimation of the mixing parameters
stage. This selection is automatically done by means of an
estimation of mutual information, which is used as a mea-
sure of the amount of mixing in each bin, using then the bin
which shows less mixed signals.

Finally the Wiener postfilter was improved, taking into
account the temporal correlation introduced by the reverber-
ation. The noise estimation was done by a weighted average
of lagged spectra, where the proper weights are selected by
a cross correlation.
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The proposed methods were evaluated by means of an
objective quality measure and a speech recognition system.
The method for central bin selection is capable of detecting
the optimal central bin. The two proposed methods produced
better objective quality of the obtained signals, and improve-
ments in the recognition rate.
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