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Abstract— The volume of information derived from post-
genomic technologies is rapidly increasing. Due to the amount
of data involved, novel computational models are needed for
introducing order into the massive data sets produced by these
new technologies. Data integration is also gaining increasing
attention for merging signals in order to discover unknown
pathways. These topics require the development of adequate
soft computing tools. This work proposes a neural network
model for discovering relationships between gene expression
and metabolite profiles of introgressed lines. It also provides a
simple visualization interface for identification of coordinated
variations in mRNA and metabolites. This may be useful when
the focus is on the easily identification of groups of different
patterns, independently of the number of formed clusters. This
kind of analysis may help for the inference of a-priori unknown
metabolic pathways involving the grouped data. The model has
been used on a case study involving data from tomato fruits.

I. INTRODUCTION

ROCESSING and discovery of relationships in the vast

amount of data to be analyzed in certain bioinformatics
areas represent major challenges today. The discovery of
hidden patterns of gene expression in microarray data and
metabolite profiles from plants of economic importance to
agro-biotechnology, is a current challenge because the use
of any algorithm for pattern recognition suffers from the
so-called curse of dimensionality. Moreover, the volume
of information from genomic experiments is increasing at
a high speed and due to the amount and nature of the
biological data involved (such as noisy and missing data)
novel computational models are needed for properly analyz-
ing the data sets produced. Data integration is also gaining
attention for merging signals from different sources and
of different nature. Moreover, visualization of results is an
important issue for understanding and interpreting the hidden
relationships in data [1].

In response to the need of analyzing large amounts of
biological data, mainly statistical methods have been early
adapted to bioinformatics for feature reduction such as ¢-test
statistical analysis and linear discriminant analysis (LDA).
Principal components analysis (PCA) has also been applied
but its main drawback is that it creates a new feature
space which can be difficult to interpret biologically [2]. An
alternative to feature reduction is feature selection in which,
given an original dataset, a subset of features is chosen.
This selection is oriented to keep the more representative
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features, those that allow building a classifier in a dimension
tractable by more conventional models. Many methods have
been proposed in the literature for this task, including the
construction of a criteria ranking for ordering and a search
algorithm for selecting the best features [3].

Bioinformatics has evolved over time, mainly from the
development of data mining techniques and their application
to automatic prediction and discovery of classes, two key
tasks for the analysis and interpretation of gene expression
data from microarray experiments [2]. The prediction of
classes uses the available information on the expression
profiles and the known characteristics of the datasets or
experiments to build classifiers for future data. On the
contrary, in the case of classes discovery, data are explored
from the viewpoint of the existence or not of unknown
relations and a hypothesis to explain them is proposed [4].
Among class discovery techniques, the hierarchical clustering
algorithm is a deterministic method based on a pairwise
distance matrix. This algorithm establishes small groups of
genes/conditions that have a common expression pattern and
then construct a dendrogram, sequentially, on the basis of the
distances between feature vectors. Clusters are obtained by
pruning the tree at some level, and the number of clusters is
controlled by deciding at which level of the hierarchy of the
tree the splitting is performed [1]. Regarding non-hierarchical
algorithms, the distances are calculated from a predetermined
number of clusters and the genes are iteratively placed in
different groups until minimizing each cluster internal spread.
The more representative algorithm of this type is k-means
[5].

Regardless the wide availability of information provided
by metabolic profiles and microarrays studies, the knowledge
extraction required to study them is not a trivial task. One
of the current trends is the integration of two types of bio-
logical data: metabolic profiles and transcriptional data from
microarrays, with the purpose of finding hidden correlations
among them and to infer new knowledge about the biological
processes under study [6]. For example, a problem of interest
is how to be able to evaluate the presence of genes associated
with regulatory mechanisms in metabolic pathways. This is
especially important in plants due to the disponibility of
primary and secondary metabolites and the wide variety of
genes associated with these pathways. In particular the inte-
gration of transcriptome and metabolome data from plants,
correlating gene transcription profiles with variations profiles
of a large number of non-protein molecules, can be used for
identifying silent phenotypes changes [7].

This allows having a snapshot of the metabolic pathways
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from the changes in transcription profiles and the simulta-
neous analysis of metabolites and their variation in response
to a given condition. A metabolic network can be formally
defined as a collection of objects and the relationships
between them. The objects can be chemical compounds
(metabolites), biochemical reactions, enzymes (proteins) and
genes. The identification of links between genes, proteins
and reactions is not a trivial task, and is of particular interest
for the reconstruction of a metabolic network, which could
be involved in obtaining a final product with certain desired
characteristics [8].

The organization of the paper is the following. Section II
presents related work and outlines the main features of the
proposed model. Section III explains the data preprocessing
task. In Section IV, the proposed neural network model for
data integration and visualization is described. Section V
shows the results and their discussion. Finally, in Section
VI, conclussions and future work are drawn.

II. RELATED WORK AND PROPOSED MODEL OUTLINE

These new challenges that have arisen in bioinformatics
highlight the need for the development of new techniques
to overcome the limitations of existing ones [2]. Among the
current proposals, soft computing tools have been mentioned
recently [9], in particular artificial neural networks [10],
[1]. Specifically within these kind of models, self-organizing
maps (SOM) [11], [12] have proven to be adequate for
handling large data volume and projecting them in low
dimensional maps while showing, at the same time, hidden
relationships.

In [13] a SOM model is proposed for the integrated
analysis of Arabidopsis thaliana metabolome and transcrip-
tome datasets. A related work [14] shows that the clustering
performance of SOM helped in the elucidation of a metabolic
mechanism responding to sulfur deficiency. The results
showed that functionally related genes were clustered in the
same or neighbor neurons. The examination of each cluster
“by hand” helped in the deduction of putative functions of
genes involved in glucosinolate biosynthesis. However, the
experiments and the model were specifically set for following
the evolution of a previously-established condition (sulfur
and nitrogen defficiency) over time, and therefore it was used
for hypotheses validation rather than knowledge discovery.

In many cases, however, the biological experiment does
not involve time evolution of a particular condition, but
the interest focuses on the study of the differences among
several plant genomes. It may involve an original genome
that has been modified by introgression of wild species
alleles (cisgenic plants) or transgenic plants overexpressing
a gene of interest. An introgression line (IL) is defined
as a genotype that carries genetic material derived from a
similar species, for example a “wild” relative. The use of
introgression lines allows the study and creation of new
varieties by introducing exotic traits and constitute a useful
tool in crop domestication (and breeding) [15], [16]. The
experiments presented in this work involve the analysis of
metabolite and transcriptional profiles data from tomato IL
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Fig. 1. Introgression lines (ILs): the portion of introgressed genome are
marked in each IL with a red line.

carrying allelic substitutions from a wild species. Figure 1
shows a scheme of the chromosomes of this plant population.
Differently from the mentioned approaches, in our work
we propose a SOM model for finding relationships among
ILs compared to a wild type control (IL-SOM), instead of
data evolving over time. Furthermore, the proposed model
is oriented towards discovering new and unknown relation-
ships among transcriptional and metabolic data, instead of
verifying an a-priori condition. It also provides a simple
visualization interface for the identification of co-expressed
and co-accumulated genes and metabolites. The focus is
on the easily identification of groups of different kind of
patterns, independently from the number of formed clusters.
This kind of analysis may be useful for later inference of
unknown metabolic pathways involving the grouped data.

III. DATA PREPROCESSING

The following subsections describe the preprocessing, fil-
tering and selection steps [17] that have been applied to each
type of data patterns before integration, with the objective
of including only sufficiently expressed data in the analysis
[18].

A. Metabolite Data

Metabolite accumulation measurements are obtained from
fruits harvested at mature stages in field experiments and
subjected to gas chromatography-mass spectrometry analy-
ses. Metabolites that do not appear in at least two repetitions
are not considered for further analysis. For each metabolite
in each IL, the log ratio of the mean of the valid replicates
is calculated according to
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where S} is the accumulation for the metabolite m, in the
replicate r at IL ¢, C] is the accumulation for the corre-
sponding control measurement, N, is number of valid IL
measurement and I7™ is number of valid control replicates.
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In the selection step only metabolites with |[logR["*| > p
are kept for data integration and cluster analysis.

B. Transcriptional Data

Transcriptional levels are obtained from hybridization
chips having spotted arrayed probes representing different
genes. Poor quality spots, negative spots, spots not expressed
in both channels and empty spots were filtered out. Not ex-
pressed spots are detected for IL and control slides according
to

F' < B'+aBt )
where F* is the foreground signal mean for the transcript ,
Bt is the spot mean background, Bt is the spot background
standard deviation and « is a quality parameter to be empir-
ically set.

Spots with at least two replicated data points are included
for analysis using

Sty
o, -1 (3)
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where S!, is the foreground signal median for the transcript
t, in the replicate r at IL ¢, and C’fr is the foreground signal
median for the transcript ¢, in the corresponding control
replicate r for the same IL <.

These measures are normalized using the print-tip Lowess
normalization strategy [17] and the valid replicates were
averaged simply as

N}
1 k2
logR! = i > logR!, (4)

vor=1

where N} is number of valid replicates for the transcript ¢
at the IL 4.

C. Combined Data Normalization

The resulting log ratios from the preprocessing and selec-
tion steps are normalized and combined before feeding the
SOM model. For each pattern, the sum of the square of log
ratios are set equal to 1 according to

. logR;
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where * stands for m or ¢ and P is the total number of
available ILs.

All normalized data are arranged in the training set as
shown in Table I. To find all possible inverted correlations,
the training set includes the original and the inverted versions
of the patterns. Then, each column/dimension-IL is normal-
ized in the range [0, 1] acording to a histogram equalization.

TABLE I
ARRANGEMENT OF THE PATTERNS IN THE TRAINING SET.
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IV. MODEL FOR DATA INTEGRATION AND
VISUALIZATION

For the analysis of biological data, clustering is imple-
mented under the assumption that behaviorally similar genes
could share common pathways. According to this principle,
named “guilt-by-association” [19], a set of genes involved in
a biological process are co-expressed under the control of the
same regulation network. This way, if an unknown gene is
co-expressed with known genes in a biological process, this
unknown gene is probably involved in the same metabolic
pathway. Similar reasoning can be applied to metabolites.

The proposed SOM in this work is based on the idea
that such a model can make tractable the problem of com-
putational analysis and interpretation of large amounts of
data from different nature, such as gene expression and
metabolic profiles, for finding relationships among intro-
gressed lines instead of data evolving over time. This allows
discovery of previously unknown relationships among those
transcripts and metabolites, which could lead to the inference
of metabolic networks involving them.

Several model topologies and initialization strategies are
possible. We have used different map sizes. For the map
shape we have used a rectangular sheet with rectangular
lattice. The initial vectors are set by principal component
analysis. As a consequence, the result of the learning process
becomes independent of the input vectors order, and hence
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it is reproducible. That is to say, given a dataset, the same
map representation is always obtained for it.

The model learning method is the batch training algorithm
[12], where the whole training set is gone through at once
and only after this the map is updated with the net effect
of all the samples'. Comparison between each pattern R*
and each neuron weight vector w; is measured through the
standard euclidean distance

dR*,w;) = [R" — wjl2 (6)

The updating is done by simply replacing the prototype
vector (or winning neuron) with a weighted average over the
samples, where the weighting factors are the neighborhood
function values. We have used a gaussian neighborhood
function of the form

2
éij

gij =€ 2%

)

where d;; is the distance between neuron 4 and neuron j on
the map grid and r is the neighborhood radius.

The proposed model is oriented towards discovering un-
known relationships among transcriptional and metabolite
data, showing previously unknown clusters of coordinated
up-regulated and down-regulated patterns in each IL. Further-
more, the dataset may include the original data plus the orig-
inal data with inverted sign. For example, one gene similarly
expressed in several ILs but up-regulated in a specific line,
will be down-regulated in it if its sign is inverted. Thus, the
resulting map shows a simmetrical “triangular” configuration,
that is, the top-right and down-left zones of the map group
exactly the same data but having opposite sign. The inclusion
of original and inverted patterns allows seeing, at once,
direct (up-regulated genes and metabolites, down-regulated
genes and metabolites) and inverted (down-regulated genes
grouped together with up-regulated metabolites) relations
among data. These kind of analysis may be of help for the
further inference of a-priori unknown metabolic pathways
involving the grouped data.

V. RESULTS AND DISCUSSION
A. Case Study

The case of study for the proposed model involves a
dataset containing metabolites and transcripts from tomato
(Solanum lycopersicum) which posses, at certain chromo-
somes segments, introgressions lines of a wild tomato species
(Solanum pennelli). The interest in comparing the domesti-
cated tomato variety against the different ILs lies on the fact
that it has been proven that wild tomato germoplasm are
valuable sources of several agronomical characters of interest
which could be used for the improvement of commercial
tomato lines.

The metabolic data has been obtained from the analysis
of extracts of the plant tissue of interest, through Gas

Iwww.cis.hut.fi/projects/somtoolbox/

Chromatography coupled with Mass Spectometry (GC-Tof-
MS). The peak intensities are normalized to the quantity
of material used. Metabolite identification and quantification
were performed as previously described [7]. For this data
there were 4 replicates and metabolites having less than 2
valid replicates were removed (2 < N, I'7* < 4,Vi,m). We
used a p = 0.1 for filtering according to the accumulation
levels.

Transcriptional levels were obtained from hybridization
chips having all the genes of the material of interest (ca.
8,000 genes) ordered into spots. The tomato gene expression
database used contains annotation and sequence information
of all probes on the tomato oligo array by microarray
hybridization mRNA expression techniques for =~ 13000
spots comprising the above mentioned 8,000 genes. For this
data there were 8 replicates and genes not having at least
one IL with at least 2 valid replicates have been removed
(2 < N} < 8). We used the quality parameter v = 2.0.

After data preprocesing, M = 37 metabolites and T' = 668
genes were selected as sufficiently expressed. The following
P = 21 ILs have been analyzed: 1-1-3, 2-1, 2-2, 2-4, 2-5,
3-5, 5-1, 5-2, 5-4, 5-5, 8-1-1, 8-2-1, 8-2, 8-3-1, 8-3, 10-2-2,
11-1, 12-1-1, 12-1, 12-2 and 12-3 [18].

B. IL-SOM Integrated Visualization and Analysis

An appropriate visualization of the resulting characteristics
map, painting the neurons according to the type of data
grouped in them, is proposed for helping the quickly iden-
tification of combined data types. Thus, we define a visual-
ization neighborhood for the evaluation of combined pattern
types (metabolite/transcript) associated to a neuron. Differ-
ently from the radius r in the standard SOM neighborhood,
the visualization neighborhood has a radius A. The setting
of several possible radius in the visualization neighborhoods
of a neuron is helpful for cluster identification. Instead of
defining small maps (5x5 or 10x10 neurons), bigger maps
(20x20 or 40x40) with A > 0 allow the dynamic analysis of
clusters formation without re-training the SOM.

Figure 2 shows different marker colors which indicate
the kind of pattern grouped in the neuron: black for com-
bined data types, blue for only metabolites and red for
only transcripts. Also the marker size indicates the number
of patterns grouped. The figure shows the activation map
resulting from the integrated analysis of 21 tomato ILs with
a 40x40 neuron topology and A = 1. A detailed examination
of the neurons marked in black in the top-left corner of
the resulting map, indicating mixed data types grouping,
shows that the transcript LE13L21 groups together with the
metabolites Citrate, Fructose, Glucose-16-anhydro-beta, Glu-
cose and Xylose, which are all involved in primary metabolic
pathways. Therefore, this analysis detected a coordinated
pattern of changes of these metabolites and highlighted a
gene as a candidate to participate in this pathway.

In fact, in most cluster analyses, groups are not known a
priori, and the interest is focused on finding them without the
help of a response variable, like in [20]. Also, visualization
of results may be difficult when the number of objects to
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Fig. 2. Activation IL-SOM map resulting from the integrated analysis of
668 genes and 37 metabolites from 21 tomato ILs. Map topology of 40x40
neurons with A = 1.

group is large. In a SOM map, clusters are recognized as
a group of nodes rather than considering each node as a
cluster. The identification of clusters is mainly achieved
through visualization methods such as the U-matrix [21]. It
computes the average distance between the codebook vectors
of adjacent nodes on the map and displays this value at
the top of each node position, yielding a landscape surface
where light-colors stands for short distance (a valley) and
dark-colors for larger distance (a hill). Then, the number of
underlying clusters must be determined by visual inspection.
The visualization here proposed, instead, provides a simple
visualization interface for the identification of co-expressed
and co-accumulated genes and metabolites through a simple
color code and the use of visualization neighborhoods. The
focus is on the easily identification of groups of different
types of patterns, independently from the number of neurons
in a cluster. The setting of several possible A radius avoids
the need for a cluster identification procedure because with
the proposed color code, groups of combined data types are
easily detected and marked.

Figure 3 shows some visualizations provided by the soft
computing tool that has been designed in this work. The
figure shows, in the upper left, the resulting SOM integrated
model for the 21 ILs dataset (map with 20x20 neurons).
The curves presented in the middle part of the figure shows
a detail of the normalized patterns which have all been
clustered together in the neuron in row 20 and column 5:
the transcript LE33K02, and the metabolites Butyric acid
4 amino, Glycine, Isoleucinel, Serine DL and Threonine
DL. For this transcript the last down plot shows its denor-
malized (original) log ratios. The upper right part shows a
decodification of the LE33KO02 transcript according to its
probe code, which has been automatically translated into
its corresponding Arabidopsis (At.3g16720.1) and Unigene

LE33K02: SGN-U217330
RING zinc finger protein -related similar to
RING-H2 zinc finger protein ATL6 GB:AAD33584
from [Arabidopsis thalianal - gi|15228302|ref|

- At3g16720.1 68410.m01922

[Arabidopsis thalianal gi|11994627|dbj|
BAB02764.1| RING zinc finger protein-like
[Arabidopsis thalianal gi|17065578|gb]|

[Arabidopsis thalianal gi|20148585|gb|
AAM10183.1| RING zinc finger protein-like
[Arabidopsis thaliana]

— LE33K02
\ - — - Butyricacid4amino.
|| - - -Glycine \q
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Fig. 3. Integration model visualizations. Top left figure: the resulting

IL-SOM integrated model for the 21 ILs dataset, having 20x20 neurons
with A = 0. Middle plot: detail of the normalized cluster patterns values
clustered together. Down plot: detail of the de-normalized (original) values
for the transcript LE33K02 clustered in the neuron. Top right: probes codes
decodification.

(SGN-U217330) annotations?.

Another possibility is the visualization of clusters inside
a specific chromosome, for all the included ILs in it. This
allows the comparison of patterns expressions according
to a color scale that paints only neurons having patterns
with a value that deviate from the neuron mean, for each
dimension/IL. That is, the neurons where at least one pattern
has a value greater than the mean plus one standard deviation
in the corresponding IL is depicted in green. If in this IL
there is at least one pattern in the neuron with a value
lower than the mean plus one standard deviation, the neuron
is painted in grey. The variations in the expression levels
of the grouped patterns may provide useful information

Zhttp://www.sgn.cornell.edu/
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12-1-1

Fig. 4. IL-SOM activation map for the tomato chromosome 12: 12-1-1,
12-1, 12-2 and 12-3 ILs.

regarding genes/metabolites specifically associated to certain
mechanisms in each particular IL. The visualization of these
patterns outliers (or special patterns), IL against IL, may
highlight interest characteristics possed by a specific IL that
may differentiate it from the other ones.

Figure 4 shows the activations per IL of a 20x20 map for
the tomato chromosome 12: 12-1, 12-1-1, 12-2 and 12-3 ILs,
with A = 1.For example, in the patterns inside neuron (1,1),
the Citric acid metabolite can be found. A detailed analysis
of the grouped pattern shows that the Citric acid is the only
responsible for the neuron being painted green in the IL 12-1
(while its values on the other ILs remain inside the average).
This is an important clue regarding the metabolite location
being highly tighted to this specific IL. Other similar relations
can be drawn with this type of visualization tool.

VI. CONCLUSIONS AND FUTURE WORK

This work has proposed a neural network model for find-
ing relationships among the circuit of metabolic regulation
in tomato fruits by using genetic materials with specific
introgressed alleles from exotic germoplasm. The model is
oriented towards discovering unknown relationships between
transcriptional and metabolic data, also providing simple
visualizations for identification of co-expressed genes and
co-accumulated metabolites. The model and visualizations
presented in this work can be used for inspecting the neurons
activated only with both types of data, which can be easily
identified through the simple color code. A case study with
the application of the proposed model has been presented
as well, which involved genes expression measurements and
metabolite profiles from tomato fruits. Several examples were
shown, including the detection of a group of metabolites
involved in a well known metabolic pathway.

As future work, it would be interesting to compare the pro-
posed model with the neural gas algorithm, as an alternative
to obtain the maps. Also, the proposed model will be used for
finding relationships within the network that regulate tomato
fruit metabolism. This way, the grouped patterns could be
checked against the available metabolic pathways databases
available online (e.g. the Kyoto Encyclopedia of Genes and
Genomes) for finding possible metabolic pathways involving
them.
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