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Indeterminacy free frequency-domain blind

separation of reverberant audio sources
Leandro Di Persia, Student Member, IEEE, Diego Milone, Member, IEEE, and Masuzo Yanagida

Abstract

Blind separation of convolutive mixtures is a very complicated task that has applications in many fields of

speech and audio processing, such as hearing aids and man-machine interfaces. One of the proposed solutions is

the frequency-domain independent component analysis. The main disadvantage of this method is the presence of

permutation ambiguities among consecutive frequency bins. Moreover, this problem is worst when reverberation time

increases. Presented in this paper is a new frequency-domain method, that uses a simplified mixing model, where the

impulse responses from one source to each microphone are expressed as scaled and delayed versions of one of these

impulse responses. This assumption, based on the similitude among waveforms of the impulse responses, is valid for

a small spacing of the microphones. Under this model, separation is performed without any permutation or amplitude

ambiguity among consecutive frequency bins. This new method is aimed mainly to obtain separation, with a small

reduction of reverberation. Nevertheless, as the reverberation is included in the model, the new method is capable

of performing separation for a wide range of reverberant conditions, with very high speed. The separation quality is

evaluated using a perceptually designed objective measure. Also, an automatic speech recognition system is used to

test the advantages of the algorithm in a real application. Very good results are obtained for both, artificial and real

mixtures. The results are significantly better than those by other standard blind source separation algorithms.

Index Terms

Blind Source Separation, Reverberation, Independent Component Analysis, Speech Enhancement.

I. INTRODUCTION

The objective of source separation applied to sound sources is to obtain a set of signals approximating the

original sound sources, given a set of sound field measurements [1]. When the mixture is produced inside an
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enclosed environment, the sound waves are reflected by every solid surface in the room and so each microphone

receives not only the direct sound wave but also the reflections of all orders until the energy of the source vanishes.

This phenomenon, called reverberation, can be modeled as the output of a linear and time invariant (LTI) system

[2]. This is the well known problem of cocktail party, where one is interested in the isolation of some of the sources

from several ones, after their mixture in a real room. This kind of algorithms can be applied to all application areas

where the sources are remotely located respect to the sensors, including hands-free communications, hearing aid

processing, dictation systems, man-machine interfaces, etc.

In the case of blind source separation (BSS), the separation must be obtained without using (almost) any

knowledge regarding the source characteristics nor the transmission media. There are many approaches to try

to solve this problem. Among them, two have received an important interest in last years, one based on the sparsity

of the signals [3], [4] and the other using the statistical independence among the sources [5], [6], [7], [8]. The

first approach uses the property of sparsity in time-frequency domain to segregate the sources using some properly

designed masks. It has the advantage that it can be used when more sources than sensors are present (i.e., in

the under-determined case), but the sparsity assumption collapse quickly when reverberation increases [9], so its

applicability to real environments is limited.

The second approach needs a number of sensors equal or greater than the number of sources, and can be applied

to environments with some (small) reverberation. In this case the main hypothesis is the statistical independence

among sources. This assumption is used to achieve the separation by an iterative optimization of a properly chosen

cost function that expresses the independence of the resulting signals. The process can be done in the time domain

[10], [7], in the frequency domain [11], [8], or in both the domains [6], [12]. The time domain formulation has

an advantage that there are no ambiguities in the solution, but the algorithmic complexity is high due to the

convolution operations involved. This limitation usually restricts its usage to simple toy examples. On the contrary,

the frequency domain formulation has a lower complexity but it has the so-called permutation problem that makes

the solution difficult. There are some formulations in both the domains, in which all processing is done in the

frequency domain, but the updating and evaluation of costs functions is done in the time domain. Although this can

avoid the permutation indeterminacy, it requires constant switching between domains during the iterations, which

makes the complexity and computational cost higher.

In this paper the frequency domain approach based on statistical independence of the sources is adopted. This

formulation, called frequency-domain blind source separation (fd-BSS) or frequency domain independent component

analysis (fd-ICA) [13], solves a standard instantaneous ICA problem for each frequency bin, after applying a short-

time Fourier transform (STFT) to switch to the time-frequency domain. To avoid confusion, this approach will be

called fd-ICA in all the manuscript.

The main disadvantage of this approach is the permutation indeterminacy among source identification, as the

separated sources can have arbitrary permutations and scalings for each frequency bin. It must be noted that this

problem is a direct result of the indeterminacy that arise in ICA from the lack of information about the sources.

Thus, to obtain a consistent time-frequency representation for each source, this approach requires to correct the
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permutations and the arbitrary scaling among frequency bins. Although there are some approaches to solve the

permutation problem, based on the correlation between frequency bands [11] or on the estimation of directivity

patterns of the separation matrix [14], these approaches tend to fail when reverberation time of the environment

increases.

A detailed analysis of the working principles and limitations of fd-ICA for reverberant environments is presented

in [15]. In this approach, in order to capture the impulse response effect, a large frame size is required for the

STFT analysis. This reduces the amount of data available in each frequency bin, and produces a deficient estimation

of the separation matrix. As a consequence, there is a compromise between the need of long frames to deal with

reverberation, and the need of short frames to properly estimate the separation matrix. Furthermore, in the same

work the BSS processing is compared to a set of null beamformers, and it is shown that for longer reverberation

times, the directivity pattern produced by fd-ICA is increasingly deteriorated, mainly in low frequencies, due to

wrong estimation of the mixing matrices. This increases the rate of permutation misalignment, producing poorer

results.

Considering all this, some means to avoid the permutation problem are required. In previous works, a separation

algorithm that is permutation-free was proposed [16], [17]. This algorithm uses only one separation matrix common

to all frequency bins, estimated over a stack of all the time-frequency plane in one long vector. This approach has

the disadvantage that by using the same separation matrix for all frequency bins, the directivity pattern generated

for each frequency is different, and so it does not produce the right separation for all frequencies.

In the present work we propose a new method of fd-ICA based on a simplified mixture model, which assumes a

high similarity between impulse responses from a given source to all the microphones. This method can be used to

generate a separation matrix for each frequency bin, having no indeterminacy among bins, and with high processing

speed. As a consequence, constant directivity patterns are obtained, which improves the separation quality. Also

a time-frequency Wiener postfilter is applied to enhance the output by reducing the residual noise. The simplified

algorithm includes the reverberation effect in the obtained source waves, and so the performance is less sensitive

than other fd-ICA approaches to the effects of reverberation. In this way, the proposed algorithm can solve two of

the problems mentioned above.

In the next section a detailed explanation of the mixture model used in this work will be presented. Based on this

model, a new separation algorithm will be outlined in section III. Next, in section IV, several experiments to assess

the capabilities of the algorithm will be presented, using both synthetic and real mixtures. The performance will

be evaluated with objective quality measures. Also the application to a specific task of robust speech recognition

will be evaluated and the robustness of the method will be assessed. Finally, conclusions and future works will be

presented in section V.

II. PSEUDOANECHOIC MIXTURE MODEL

To obtain a robust method of separation, a simplified mixture model is proposed. The mixing model and the

separation algorithm derived from it, will be explained for the case of two sources and two microphones. The
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h11

h21

h12

h22

s1

s2

x1

x2

Fig. 1. Environment description and notation for a two sources and two microphones case

generalization to more sources and microphones is straightforward, and will be sketched after presenting the

algorithm. In a 2-by-2 configuration, there are four impulse responses (IR), that characterize the transmission

path from each source to each microphone. We assume the usage of omnidirectional microphones, both pointing

in the same direction to avoid phase inversions. The IR from source i to microphone j will be denoted as hji(t).

The source vector is s (t) = [s1(t) s2(t)]T and the mixture vector is denoted x (t) = [x1(t)x2(t)]T . Figure 1 shows

these variables.

Using this setting, the mixtures can be expressed as

x1 (t) = s1 (t) ∗ h11 (t) + s2 (t) ∗ h12 (t)

x2 (t) = s1 (t) ∗ h21 (t) + s2 (t) ∗ h22 (t) . (1)

where ∗ stands for convolution. As can be seen, each signal xi is produced by the addition of two terms, one

generated by each source si, after convolution with different IRs. In the general case of arbitrary microphone

locations, the IRs from a source, say s1, to both microphones, h11 and h21, will be quite different, and thus after

convolution with them the results will have very different waveform. This means that the contributions of the same

source on each microphone would behave as completely different signals. Thus the problem behaves as under-

complete, as it is like a 4 sources and 2 microphones mixture. This is why instantaneous independent component

analysis fails to solve the problem.
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Now assume that the microphones, instead of having arbitrary positions, are restricted to remain “near” to each

other. The sound generated by some source corresponds to local changes in pressure from a steady, stable value.

Thus, what we are interested in, is the evolution along time and space of the pressure, relative to the steady value.

This pressure variation, denoted by p(v), where v = [x, y, z, t] represents the concatenation of space coordinates

and the time evolution, can be modeled using the classic fluid mechanics theory. For a flow at small velocity (which

is the usual case for sound at normal power levels), the sound field is characterized by the classical wave equation

[18]. As this equation includes second order partial derivatives in time and space, the pressure function that solves

the equation must be a C2 class function, that is, a twice continuously-differentiable function of space and time

coordinates. Therefore, both the pressure and its first derivative must be continuous. This continuity imply that the

limit of the pressure must exist in all space-time coordinates of the domain. In other words, at two “near enough”

points of the space-time coordinates, the pressure cannot be too different. In this phrase, the terms “near enough”

refer to the Euclidean norm ||v1−v2|| being small. The meaning of this, is that if the microphones are enough near,

the IR measured from the same source at both microphones will have a similar waveform, possibly affected by some

delay and scaling. This observation motivates the following assumption that we will use to simplify the mixture

model: Given enough near located microphones, the impulse responses from one source to all the microphones are

similar in shape, and are only modified by a delay and a scaling factor. That is,

h21(t) ' αh11 (t− d1)

h12(t) ' βh22 (t− d2) . (2)

To simplify the notation let h1(t) and h2(t) denote h11(t) and h22(t), respectively. Denoting z1 = s1 ∗ h1 and

z2 = s2 ∗ h2, we can rewrite (1) as

x1 (t) = z1 (t) + βz2 (t− d2)

x2 (t) = αz1 (t− d1) + z2 (t) . (3)

After a STFT, and assuming the time invariance of the impulse responses (as usual for static or short duration

sources), this can be written as

X (ω, τ) = A (ω) Z (ω, τ) , (4)

where the mixing matrix A has the form

A (ω) =

 1 βe−jd2ω

αe−jd1ω 1

 . (5)

In this model, the parameters α, β, d1 and d2 are related to the relative attenuations and delays of the impulse

responses arriving at different microphones, and the effect of the room is included in Z (ω, τ). The separated sources

(convolved by the impulse responses h1 and h2) can be obtained using the inverse W (ω) of the mixing matrix

A (ω) for each frequency bin. In this way, we have a specific mixing matrix for each frequency bin, and thus a

specific separation matrix, which will produce the specific directivity patterns.
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In the standard fd-ICA formulation, the problem consists of estimating a 2-by-2 complex separation matrix for

each frequency bin (that can be hundreds). Using this new model, the problem has been reduced to the estimation

of four parameters, named α, β, d1 and d2. If one can obtain a reliable estimate of these parameters for some

frequency bin, then they can be used to build the mixing matrix A (ω) for other frequency bins. Given A (ω), the

separation matrix W (ω) is obtained as its inverse, and the separation is realized by applying it to each mixed

frequency bin. This matrix works in a similar way than that of standard fd-ICA methods, and can be interpreted

as a pair of null beamformers.

The main assumption of this pseudoanechoic model, that is, the similar waveforms of the impulse responses

from the same source in all the microphones, has also been observed in other works. In a recent work [19], in the

context of underdetermined BSS methods for echoic environments, the authors analyze the IR for closely spaced

microphones (2.5 cm). They present some graphics that show very similar impulse responses for 4 consecutive

microphones, and then state that these suggest that the impulse responses are merely delayed and scaled versions of

each other. Moreover, in [20] a pair of microphones are located with their tips almost coincident, and so the authors

simplify the mixture model because they consider the IR to be identical. In this case the authors use directional

microphones, and this directionality is what allows the separation. These works, although propose the usage of

closely spaced microphones, does not explore the theoretical bases for their use.

Two aspects must be noted: by using this model, there are no amplitude nor permutation ambiguities among

bins, thus there is no need for permutation correction stages after the separation. Also, an algorithm based on this

approach is expected to have a low computational cost, as only one optimization (to estimate the parameters) would

be needed. This is the opposite for standard fd-ICA approaches, that need one ICA optimization for each frequency

bin, and after that needs to solve the permutation and amplitude ambiguities.

This approach is quite different from the anechoic model used by example in [21]. In the anechoic model,

the effect of reflections is disregarded, and no restrictions on the microphones location are imposed. In this way

the anechoic model only works for rooms with very small reverberation time. On the contrary, our model takes

reflections into account, and consider that their effect can be grouper into some latent variables zi, which are

obtained as outputs. This is clearly explained in Fig. 2. In part a) of this figure, the anechoic model is shown in the

left, and the block diagram in the right side shows the usual transformation to relative parameters. Both models are

completely equivalent, and they can be applied only if the mixture was anechoic. If also a far field simplification

is used, α = β = 1, as in [21]. On the other side, in part b) a fully echoic model is shown in the left, which

is valid no matter how long the filters are. The transformation in the right, which yields relative parameters, is

possible for near enough microphones. In that case, both models are completely equivalent, and so the one in the

right models a fully echoic mixture. Although the right sides of both models are similar in structure, they clearly

differ in they principles and conditions of applicability. Given the similitude to the anechoic model we called this

the “pseudoanechoic” model.

In the pseudoanechoic model the reverberation time is not a limiting aspect, because as can be seen in Fig. 2,

the transformation to relative parameters only depends on the validity of the assumption of similar waveforms of
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S1(z)

S2(z)

X1(z)

X2(z)

S1(z)

S2(z)

X1(z)

X2(z)

Z1

Z2

a11z
−b11

a22z
−b22

a11z
−b11

a22z
−b22

a21z
−b21

a12z
−b12

αz−d1

βz−d2

+

+

+

+

a)

S1(z)

S2(z)

X1(z)

X2(z)

S1(z)

S2(z)

X1(z)

X2(z)

Z1

Z2

H21
H11

= αz−d1

H12
H22

= βz−d2

+

+

+

+

H11

H21

H12

H22

H11

H22

b)

Fig. 2. Block diagrams comparing a) the anechoic, and b) the pseudoanechoic models. For both cases, in the left is the general case, and in

the right the equivalent model using relative parameters.

the impulse responses. In [21], the anechoic model is used to synthesize null beamformers that does not take into

account the amplitude attenuations, using some closed formulation. On the contrary, our method takes reflections

into account, considers both delays and attenuation factors, synthesize the mixing matrix for each frequency bin

using the estimated parameters, and calculates the separation matrices by direct inversion of the estimated mixing

matrix. This yields very different equations for the separation matrix coefficients with respect to those obtained by

synthesizing null beamformers with constant attenuations.

III. SEPARATION ALGORITHM

According to the previous section, the key point to achieve separation using the pseudoanechoic model is to be

able to find a good estimate for matrix A(ω) for a given frequency bin. This allows the estimation of the mixing

parameters, and thus we can build a separation matrix for each frequency bin. To realize this idea, an algorithm is

designed as shown in Fig. 3. In this algorithm, there are several subjects that need to be clarified. We will detail

all the steps in the following.

Step 1) Transformation to the time-frequency domain: This transformation is done by means of a standard STFT

using a Hanning window [22]. Let x(n) be a digital signal and x(m, τ) = φ(m)x(m + τR) the windowed and

time-shifted version of x(n). The STFT X (ωk, τ) is given by

X (ωk, τ) =
N−1∑
m=0

x(m, τ)e−jωkm , (6)
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1) Apply a STFT to switch to the time-frequency domain.

2) Choose some frequency bin ω`.

3) Estimate the separation and the mixing matrix for ω` by ICA.

4) Convert the mixing matrix to the normalized form of (5).

5) Use the obtained matrix to calculate the four parameters: α, β, d1 and d2.

6) Separate each frequency bin. For each ω:

a) Calculate A (ω) according to (5).

b) Calculate separation matrix W (ω) by inversion of A (ω).

c) Obtain the estimated source contributions Z̃ (ω, τ) = W (ω) X (ω, τ) .

7) Apply the time-frequency Wiener filters to enhance the output signals.

8) Reconstruct the temporal signals by inverting the STFT.

Fig. 3. Separation algorithm based on the proposed mixture model

where ωk = 2πk
N is the discrete normalized frequency, with bin index k = 0, . . . , N−1, frame index τ = 0, . . . , L−1,

φ(n) is a Hanning window of length N and R is the frame shifting interval for the analysis. This formula is used

to obtain the time-frequency representations for all the mixtures.

The two relevant parameters in this transformation are the window length N and the frame shifting interval R.

As in this method the impulse response is considered as a part of the signal to obtain, these parameters are not

so critical. In usual fd-ICA, a large window length is used to capture the impulse response characteristics. This

increases the number of frequency bins to be processed. As the reverberation is included in the model in this

new approach, a relatively small window length can be used without significant degradation of separation. This

will speed-up the algorithm as less frequency bins need to be processed. Regarding the frame shifting interval, in

standard fd-ICA a small value is used mainly to increase the amount of available data. This increase of the data

length does not necessarily imply a better separation, because the data is highly redundant and the convergence

may be slow. On the contrary, in this new algorithm the amount of data is decided by other aspects (see Step 2),

and so the frame shifting interval can be increased (even to half of the window length) to reduce computational

costs.

Step 2) Selection of frequency bin: This selection is not trivial, the ideal frequency bin would be one which

presents a good signal to noise ratio, and for which the ICA algorithm will produce good directivity patterns. We

have selected the frequency bin based on knowledge of source characteristics (see section IV for details), but some

better designed automatic decision algorithms can be developed. To give robustness to the method we use not only

one frequency bin, but we select a number ∆ of frequencies to each side of the chosen one, and pack all in one long

vector. We have verified that sometimes ICA fails to converge with isolated bins. To avoid these fails, a number

of lateral bins is concatenated to the selected ω`, thus ensuring the production of an usable separation matrix. This
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also gives a robust estimation in the case that one of the signals has no contents for a given frequency bin. The use

of lateral bins not only makes estimation for the central bin more robust, but also increases the amount of available

data (which improves the convergence properties of ICA), so we can fix a desired number K of training samples

for the ICA algorithm. If the number of frames used in the STFT is L (this is the number of time elements in a

frequency bin), we set ∆ = max (3, d(K/L− 1)/2e), where d· e means rounding to the nearest higher integer. That

is,we use a number of bins enough to have, combined, K samples for ICA training, and if this number is less than

3, we fix it to 3. The separation matrix obtained from this process will be assigned to the central bin of index `.

Step 3) Estimation of mixing and separation matrices: We use the complex version of FastICA algorithm, as

proposed in [23]. This algorithm uses a deflationary approach where each source is extracted sequentially. It searches

for the extrema of E
{
G
(∣∣wH

i x
∣∣2)} where wH

i corresponds to i-th row of separation matrix W . For extraction

of each source, wi is updated as

w+
i = E

{
x
(
wH
i x
)∗
g
(∣∣wH

i x
∣∣2)}− (7)

E
{
g
(∣∣wH

i x
∣∣2)+

∣∣wH
i x
∣∣2 g′ (∣∣wH

i x
∣∣2)}wi

wnew
i =

w+
i

‖w+
i ‖

. (8)

After finding the separating vectors wi for p sources, a Gram-Schmidt-like decorrelation is applied for vector wp+1

in each iteration to avoid the convergence to the previous optima. In these equations we have used G(y) = log(γ+y),

its derivative g(y) = 1
γ+y and second derivative g′(y) = −1

(γ+y)2 , with γ = 0.1. After finding the separation matrix,

the mixing one is calculated as its inverse.

Step 4) Conversion of mixing matrix to normalized form: The normalized form consists of ones in the main

diagonal, and in general this will not be the case with the estimated mixing matrix. To obtain the normalized form

of (5), all elements in column i must be divided by the i-th element of the diagonal. This step is responsible for

the elimination of the amplitude ambiguity because all scaling effects of the mixing matrix are absorbed into z.

Step 5) Estimation of the mixing parameters: Once the mixing matrix in normalized form is obtained, the

parameters can be calculated as:

α = |a21| , d1 = − N

2π`fs
=m(ln(a21))

β = |a12| , d2 = − N

2π`fs
=m(ln(a12)) , (9)

where ` is the index of the central frequency bin used in step 2, fs denotes the sampling frequency, and =m(·) is

the imaginary part function. It must be noted that the delay estimations will be valid only if 2π`fs

N di < π, which

follows from the periodicity of the complex exponentials. This requirement will be satisfied if the microphone

spacing is small enough to avoid spatial aliasing, and of course, if the mixing matrix is successfully estimated.

Note that this robust estimation of the parameters is quite different from the direction of arrival (DOA) estimation

used in the field of fd-ICA [14], [21]. For ICA-based DOA estimation, an ICA problem is solved in each frequency

bin, and after solving the permutation problem, each global DOA is estimated by averaging the DOAs estimated

October 27, 2009 DRAFT

si
nc

(i
) 

R
es

ea
rc

h 
C

en
te

r 
fo

r 
Si

gn
al

s,
 S

ys
te

m
s 

an
d 

C
om

pu
ta

tio
na

l I
nt

el
lig

en
ce

 (
fi

ch
.u

nl
.e

du
.a

r/
si

nc
)

L
. D

i P
er

si
a,

 D
. H

. M
ilo

ne
 &

 M
as

uz
o 

Y
an

ag
id

a;
 "

In
de

te
rm

in
ac

y 
fr

ee
 f

re
qu

en
cy

-d
om

ai
n 

bl
in

d 
se

pa
ra

tio
n 

of
 r

ev
er

be
ra

nt
 a

ud
io

 s
ou

rc
es

"
IE

E
E

 T
ra

ns
ac

tio
ns

 o
n 

A
ud

io
, S

pe
ec

h 
an

d 
L

an
gu

ag
e 

Pr
oc

es
si

ng
, V

ol
. 2

, N
o.

 1
7,

 p
p.

 2
99

-3
11

, 2
00

9.



IEEE TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. __, NO. __, _________ 2008 10

on each frequency bin, all under an anechoic model (as in eq. (13) of [21]). The estimations for each frequency bin

are affected by many disturbances like different noise powers, bad convergence of the ICA algorithm, and residual

permutations. All of these noise sources affect the estimation of each bin and thus the resulting average estimates

will lacks robustness. The robustness of our approach is a consequence of the use of several frequency bins in step

2 and the absence of permutations.

Step 6) Separation: In this step, a specific mixing matrix for each frequency bin is calculated using the estimated

parameters. A separation matrix is obtained as its inverse, and the separated sources are calculated using it. It must

be noted that the structure of the mixing matrix can be exploited to speed-up the calculation of the separation

matrix, without using the inverse. After this step we obtain an estimation Z̃(ωk, τ) = [Z̃1(ωk, τ) Z̃2(ωk, τ)]T of

the sources Z(ωk, τ).

Step 7) Wiener filtering: Due to the behavior of the separation algorithm as a pair of null beamformers [15],

the estimated sources will still have some residual noise. To obtain an estimate of source 1, a beam with a null

pointed towards source 2 is formed, and vice-versa. As only 2 microphones are being used, the depth of this null

will not be enough to eliminate the jammer signal. Moreover, the null eliminates all signals coming from one

specific direction, but due to the reverberation, all the echoes coming from other different directions will remain.

This means that some residual noise will be always left undeleted, and the residual will be larger for environments

with strong reverberation. To reduce this residual we propose to use a pair of non-causal time-frequency Wiener

filters as post-processing [24]. The short-time Wiener filter FW,1 to enhance source 1 is

FW,1(ωk, τ) =

∣∣∣Z̃1(ωk, τ)
∣∣∣2∣∣∣Z̃1(ωk, τ)

∣∣∣2 +
∣∣∣Z̃2(ωk, τ)

∣∣∣2 . (10)

where Z̃2(ωk, τ) in the denominator is used as an estimation of the residual noise. The short-time Wiener filter to

improve source Z̃2, FW,2(ωk, τ) is calculated in a similar way to (10), with the roles of Z̃1 and Z̃2 interchanged.

This Wiener filter in which the filter characteristics depend both on time and frequency, using each separated

signal as the noise estimation to enhance the other one, has not been previously used in the context of fd-ICA

for convolutive mixtures (although similar strategies have been proposed in the context of single channel BSS). Its

behavior will depend of the capability of having a good estimation of source and noise, that is, it depends on a

good result for the previous separation stage.

Step 8) Signal reconstructions: We use the overlap-add inverse STFT to reconstruct the source signals [25]. For

a given Z(ωk, τ), the windowed and time-shifted inverse for each frame is obtained as

z(m, τ) =
1
N

N−1∑
k=0

Z(ωk, τ)ejωkm . (11)

Using each reconstructed frame we form the sum of all them, correcting the time-shift

z∗(n) =
L−1∑
τ=0

z(n− τR, τ)
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=
L−1∑
τ=0

φ(n− τR)z(n− τR+ τR)

= z(n)
L−1∑
τ=0

φ(n− τR)

= z(n)Φ(n) (12)

where Φ(n) denotes the shifted sum of the windows. From the first equation to the second, the windowed and

delayed signal z(n − τR, τ) was replaced by the product of the delayed window and signal, in a similar way

that it was used in equation (6). Using this, the signal can be reconstructed as z(n) = z∗(n)/Φ(n). For some

windows, with certain frame shifting intervals, Φ(n) = C where C is a constant (except at the start and the end of

the signal), but for general windows and shifting intervals, Φ(n) will have important oscillations. As can be seen,

these formulas are valid only for frame shifting intervals smaller than the window length (otherwise Φ(n) = 0 for

some ranges of n and the division will produce an indeterminacy). This reconstruction formula is applied to each

estimated source Zi(ω, τ) to obtain its time-domain representation zi(n).

It must be noted that as we are searching for z but not for s, the algorithm will achieve separation but not

reverberation reduction (with the exception of a small reduction of reverberation introduced by the Wiener filter).

As the reverberation is considered as part of the target signals, the algorithm will be less sensitive to it, and thus

will achieve better separation for the cases where standard fd-ICA methods fail. If reverberation reduction is also

desired, a second processing stage should be employed. In this way we split the problem into two simpler ones.

Also note that the words “indeterminacy free” in the title refer to the elimination of the need to solve the usual

fd-ICA permutation and amplitude ambiguities among different bins, but the time-domain reconstructed signals will

still contain an arbitrary scale and permutation.

This algorithm can easily be generalized for the q-by-q mixture case. Up to step 4, no modifications are needed.

For step 5, in the presented algorithm the amplitudes and delays are relative to the reference signal (the one in the

main diagonal). For the general case, as in the normalized form the main diagonal has always ones, the parameters

to estimate are the amplitude of the off-diagonal elements, and the pairwise relative delays in the exponents, that is,

two parameters for each off-diagonal element. So, there are 2q(q − 1) parameters to estimate, and their estimation

is straightforward from the normalized form, using the corresponding analogous to (9). Step 6 does not need any

change. For step 7, the Wiener filter formulation needs to be modified, as the noise spectrum estimate will be

the sum of all the other estimated source spectrums. Step 8 remains unchanged. Although this generalization is

straightforward, we will restrict our experiments to the 2-by-2 case, leaving for future works the analysis of the

general case behavior.

IV. RESULTS AND DISCUSSION

The pseudoanechoic model was built using that the impulse responses from one source to all microphones should

have approximately the same waveform. We need to investigate how the spacing between microphones will affect
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its performance. Furthermore, there are two parameters: window length and frame shifting interval, that need to be

calibrated. These aspects will be studied in the first and second part of the current section.

We are interested in the application of this algorithm to automatic speech recognition (ASR), and also in

applications where the processed speech is presented to a human listener, like in hearing aids. Then we need to

evaluate our algorithm regarding both, speech recognition tests and perceptual quality. In the following subsections,

all these issues will be explored in detail.

For all the experiments we have used speech sentences extracted from Albayzin Spanish database [26]. Also we

have used white noise source from Noisex-92 database [27]. All the signals were resampled to 8000 Hz. These

sources were mixed in different conditions, using both speech and white noise as competing sources, to generate

appropriate data sets for the experiments.

The mixtures were separated by the algorithm of Fig. 3. In all experiments, for this algorithm we used a different

central frequency ωc in the case of speech noise and white noise. For speech-speech mixtures, a high frequency

bin was used, as in general the separation matrix are better estimated in high frequencies, as shown in [15]. For

speech signals with telephony quality bandwidth, the maximum frequency of interest present in the signals is 4000

Hz. A frequency band located at 5/8 of the maximum frequency was selected in this case. On the other hand, for

speech-white mixtures a low frequency bin was used. This is due to the fact that white noise presents equal power

in all frequencies, whereas speech tends to have more power in low frequencies due to the low-pass characteristics

of the glottal response [22]. In this way, the signal to noise ratio is degraded with increasing frequencies. A bin

located at 3/8 of the maximum frequency was selected in this case. The desired number of data samples to use

with FastICA was fixed at K = 5000.

For the evaluation of the method in robust speech recognition, we performed some test with a state-of-the-art

continuous speech recognition system. For this task, a three-state semi continuous hidden Markov model for context-

independent phonemes and silences was used [28]. Gaussian mixtures were utilized as observation probability

densities. After four reestimations using the Baum-Welch algorithm, tying was applied in the model, to reduce the

number of parameters. For this, a pool of 200 Gaussians for each model state was selected. After tying, another 12

reestimations were performed. A bigram language model was used for recognition, estimated from transcriptions of

the training sentences [29]. For the front-end, we performed parametrization with standard mel frequency cepstral

coefficients (MFCC), including energy and the first derivative of these features [30]. This recognition system was

built using the HTK toolkit [31]. The results were evaluated using the word recognition rate (WRR), defined as

WRR% =
T −D − S

T
100 (13)

where T is the total number of words in the reference transcription, D is the number of deletion errors and S is

the number of substitution errors.

To evaluate the separation results we have used the PESQ raw score in narrow band mode as defined in [32].

This measure is known by its high correlation with subjective perceptual quality measured by MOS. Also, in [33] a

high correlation between PESQ scores and recognition rates of an automatic speech recognition system is reported,
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using different speech enhancement techniques for additive noise, with artificial voices. In previous works [34],

[35], we have evaluated several objective quality measures as predictors of recognition rate of an ASR system, after

application of fd-ICA for convolutive mixtures. The best results were obtained for perceptually designed measures,

in particular the PESQ.

Given the large amount of parameters to explore, if we varied all them in an exhaustive search, the number

of required experiments would grown exponentially. To avoid this we have sorted the parameters according to its

influence on the algorithm, and then explored the variation of each independently, with the other parameters fixed.

Although this would produce a sub-optimal set of parameters, it will allows us to explore a larger area of the

parameter space, with a reasonable number of experiments and time.

A. Effects of Microphone Spacing

The proposed algorithm uses a physically plausible assumption to simplify the mixture model. The key question

to be analyzed in this section is how plausible is that hypothesis in real cases.

As already discussed, the motivation for the assumption comes from the physics of sound propagation, taking

into account the continuity of the sound field. Intuitively, if the microphones are “near enough”, then they should

measure similar variations of the sound field, and thus the IR measured at those point should have approximately the

same shape, but affected by some delay and scaling. This produces two main aspects that needed to be determined.

One is how much near the microphones must be for the hypothesis to be applicable. And the second one is how

sensitive the algorithm is with respect to poor adjustment to the hypothesis.

As an example to illustrate the first point, Fig. 4 shows two impulse responses recorded in the room of Fig. 5.

The impulse responses were measured from source 1 to microphones 1 and 5, which are spaced by 4 cm. The

distance from the source to the microphones was about 113 cm, with an angle respect to the array center of 26

degrees, in a room with 343 ms of reverberation time.

The top part of Fig. 4 shows the impulse responses. It shows that in a general view the IRs seems to have

similar global characteristics, although due to the scale it is difficult to realize how similar they really are. In the

central panel, a zoom of the initial 256 samples of the IRs is shown. In this image it is easier to see the similitude

between the two impulse responses. Although there are some parts showing small differences, most of them can be

attributable to the combined effect of the fractional delay and the sampling. This can be seen in the bottom panel,

where a zoom of the first 64 samples is shown. To generate this plot, a resampling using bandlimited interpolation

was used, to elevate the sampling frequency to 10 times the original (i.e., from 8 kHz to 80 kHz). Also the original

samples are shown with dark dots. In this plot, the fractional delay can be clearly seen. The delay corresponds

to about 2/5 of the original sampling time, which agrees with the spatial setup. The bottom panel also shows

that most of the local differences in the waveforms have disappeared, showing that the morphological differences

were artifacts produced by the sampling. Considering this example, the assumption about the similarity of the IR

waveforms seems to be very plausible. It must be noted that in this example the microphone spacing is of 4 cm,

and even with such a “wide” separation, the similitudes are evident. This is supported also by the results in [19],
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Fig. 4. Impulse response characteristics for 4 cm spacing, recorded as in Fig. 5. Top: first 0.5 seconds. Center: zoom showing the first 256

samples. Bottom: first 64 samples, resampled at 10 times the original sampling frequency. In all panels, one of the signals has a constant of 0.2

added, to separate the two plots.

in which four impulse responses measured with a 2.5 cm uniform spacing are found to be very similar in shape.

The authors conclude that the IR can be possibly considered as delayed and scaled copies.

Considering the second aspect (the sensibility of the algorithm with respect to the hypothesis), we need to

evaluate how the separation performance is modified by dissimilar impulse responses. Thus we explore the effect

of microphone spacing. If the spacing is too large, the impulse responses from one source to the microphones

will be too different and the hypothesis will become invalid. Also, spatial aliasing can be produced for large

microphone distance. The maximum allowable distance to avoid spatial aliasing is related to the sampling frequency

by dmax = λmin/2 = c/(2fmax) = c/fs, where λmin is the minimum wavelength of the signal used and c is

the speed of sound. For a 8000 Hz sampled signal, with c = 340 m/s, this is dmax = 4.25 cm [36]. On the other

hand, too small spacing will cause the relative amplitudes to be very near to one, and the relative delays to be very
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small. An accurate estimation of these parameters will thus be difficult to obtain, mainly because of the limited

measurement precision and the microphone noise.

We have explored this issue using synthetic mixtures of speech. To produce the mixtures we have selected

five sentences from Albayzin database spoken each one by two male and two female speakers, for a total of 20

utterances. Also one sentence spoken by a male and a female speakers were selected to be used as competing noise.

This sentence was used because it was longer than any of the other sources, and so the same sentence could be

used to interfere with all the target sources. To compete with male speech, female speech was used, and vice-versa.

The utterance duration ranged from 2.26 s to 4.65 s, with an average duration of 3.55 s. We also used white noise

from Noisex database.

The mixtures were generated by convolving each source with an impulse response measured in a real room and

adding the results to generate each microphone signal. The impulse responses were measured using the method of

time stretched pulses (TSP) [37]. A condenser desktop microphone with omnidirectional flat frequency response

from 20 Hz to 20 kHz was used. The measurements were made in a room depicted in Fig. 5. We used 5 microphone

locations with a spacing of 1 cm, with a careful synchronization to preserve relative amplitude and delays between

impulse responses. The average reverberation time1, measured by the Schroeder backintegration method [38], was

of τ60 = 343 ms. The impulse responses measured from pairs of microphones with spacings of 1, 2, 3 and 4 cm

were used (longer spacings would introduce spatial aliasing). According to the naming convention of Fig. 5, the

pairs of microphones were 2-3 and 3-4, 1-3 and 3-5, 1-4 and 2-5, and 1-5 for 1, 2, 3 and 4 cm spacing, respectively.

The effect of different noise powers was also explored. For each noise kind (speech or white) we used two

different power ratios (0 dB and 6 dB) by properly scaling the source signals. Thus, we performed mixtures for a

total of 16 mixing conditions.

First, we wanted to investigate the optimal spacing, so we performed separation for the different spacings. We

have repeated the separation using 3 window lengths (128, 256 and 512 samples) and two different frame shifting

intervals for each window length (one quarter and one half of the window length). Figure 6 shows the average

PESQ scores over the 20 sentences. In this figure, we have averaged the results for the four noise conditions to

produce a single value for each spacing, window length and shift interval. It can be seen that the optimal spacing is

4 cm in all cases. A too short spacing makes difficult to accurately estimate the parameters and thus the algorithm

also fails. Longer spacings will cause spatial aliasing. This behavior is repeated if the analysis is discriminated

for each noise condition, showing always the best separation at 4 cm. According to this result, we have fixed the

spacing in 4 cm for the following experiments.

1The reverberation time τ60 is the time interval in which the sound pressure level of a decaying sound field drops by 60 dB, that is to one

millionth of its initial value [18].
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Fig. 5. Experimental setup for two sources and five locations of the microphone. All dimensions are in cm.

B. Effect of Window Parameters

Once fixed the optimum spacing, we have explored the effect of window length and frame shifting interval. For

this evaluation we proceeded in a similar way to the previous experiment, but only for the case of 4 cm spacing.

We used five window lengths (128, 256, 512, 1024 and 2048 samples) with a frame shifting size fixed on half of

the window length. For the evaluation we used PESQ and also the average processing time. As a fast separation

algorithm with a good quality performance is required, we used the ratio of time to quality as a cost-to-benefit

function to determine the optimum window length.

It could be argued that the processing time is not a good index of complexity, because different implementations of

the same algorithm would yield different times. Nevertheless, the time requirements of our algorithm are not caused

by high complexity tasks that could be performed with different implementations of algorithms, but by simpler task

that are repeated many times. The FastICA algorithm used is the same, and is performed only once, with the same

amount of data samples, so its influence in the calculation time for different frame lengths is equivalent. Thus, the

two processes that have a strong effect in processing time are the calculation of the separation matrices (which

involves a matrix inversion for each frequency bin) and the separation of the data itself, which imply a matrix-matrix

multiplication for each time-frequency tile.

With increasing frame length, the number of bins to process is increased, which means that more matrix inversions
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Fig. 6. Effects of microphone spacing. Gray bar: 1 cm spacing, dashed bar: 2 cm spacing, white bar: 3 cm spacing, black bar: 4 cm spacing

TABLE I

EFFECTS OF THE WINDOW LENGTH. COST IS THE RATIO OF TIME TO PESQ SCORE

Window PESQ Time [s] Cost

128 2.166 0.550 0.254

256 2.215 0.558 0.251

512 2.234 0.647 0.290

1024 2.177 0.616 0.283

2048 2.094 0.716 0.342

need to be calculated, but the amount of data to separate is the same. So the change of computation time is mainly

due to the increased number of matrix inversions needed. Thus, a larger window will have to perform more matrix

inversions, so its processing time would be directly increased. Table I shows the results. It can be seen that the

optimum (the minimum of the Time/PESQ ratio) is obtained for a window of 256 samples.

Finally we investigated the effect of the frame shifting interval. Fixing the microphone space in 4 cm and the

window length in 256 samples, we have explored the shifting parameter from 8 to 128 samples with increments
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Fig. 7. Effects of the frame shifting interval. Solid line: PESQ score, Dashed line: average processing time

of 8 samples. The maximum shifting interval was fixed to 128 samples because at least a half window redundancy

is necessary to obtain a proper reconstruction of time domain signals. Figure 7 shows the PESQ score and the

average processing time for this analysis. As can be noted from the figure, there is no significant quality change

for different shifting intervals. Nevertheless, with small shifting values the processing times grow very fast. With

small shifts, the number of frames in each frequency bin increases. As we fixed a value of at least ∆ = 3 for the

lateral bins, as the shift interval diminishes, the amount of data used in FastICA increases and the algorithm is

slowed down. On the other hand, when the shift interval increases, as the amount of data is fixed at K = 5000,

the redundancy is reduced and the convergence is faster. According to this, we selected 128 samples as the best

frame shifting interval.

C. Evaluation on Artificial Mixtures

Once obtained the optimum values for spacing, windows length and frame shifting size, we wanted to check

the performance of the separation algorithm in a larger database. In this test, the separation algorithm was used
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TABLE II

RECOGNITION RATE AND PESQ SCORE FOR SYNTHETIC MIXTURE

Mixtures Separated

Power ratio Noise WRR% PESQ WRR% PESQ

6 dB Speech 32.44 1.89 63.94 2.33

White 16.73 1.74 63.36 2.30

0 dB Speech 20.96 1.56 51.35 2.15

White 12.26 1.50 43.09 2.05

Average 20.60 1.67 55.44 2.21

Reverberant 70.22 2.33

Clean 93.98 4.50

as a pre-processing stage for an automatic speech recognizer. Also the objective quality evaluation by means of

PESQ score was carried out. For this task we used a larger subset of Albayzin database. This subset consists of

600 sentences spoken by 6 male and 6 female speakers, with a vocabulary of 200 words, from the central area of

Spain. The average duration of sentences was 3.95 s, with a minimum of 1.88 s and a maximum of 8.69 s.

The sentences were mixed artificially with impulse responses for microphones 1 and 5 in Fig. 5. As noise sources

we used competing speech and white noise. For speech, we selected two Albayzin sentences (different from the

600 used as sources), one from a female speaker to interfere with male speakers and one from a male speaker

to contaminate female speech. The noise powers were adjusted to produce a power ratio of 0 dB and 6 dB at

the simulated speakers. In this way, 4 sets of mixtures (2 noise kinds with 2 noise powers) were generated. After

mixture, the separation algorithm with the optimum window length and optimum frame shifting size obtained in

previous experiments were used.

For the speech recognition task we used an ASR system like the one described in section IV. The leave-k-out

cross validation method with 10 partitions of the 600 sentences was used to test the acoustic model of the ASR

system. For each partition 20% of the sentences were selected randomly to form a test set and the other 80% used

as train sets. The results of the 10 partitions were averaged.

It is known that reverberation reduces the automatic recognition rates [39], even if the recognition system

is trained with speech recorded in the same reverberant room [40]. According to this, as our algorithm is not

aimed to reduce reverberation, we cannot expect the recognition rate to be equivalent to that of clean speech. The

maximum obtainable performance would be near to that of reverberant speech, without interference. We have used

the artificially reverberated signals to evaluate this maximum performance (Table II).

Table II shows the resulting PESQ scores and WRR, for the different noise kind and powers. Besides the results

of the separation algorithm, we present the results for the mixtures, the sources, and the reverberant (but clean)

sources.

As can be appreciated, an average improvement of more that 35% in WRR and more than 0.5 in PESQ score is
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obtained by pre-processing the speech with the proposed algorithm. Also, it can be seen that for the case of 6 dB

mixtures, the separated signal achieves a WRR that is near to the maximum attainable for our kind of algorithms,

given by the WRR of the reverberant signals. The average PESQ score for processed signals is also similar to that

of reverberant ones.

Something interesting can be seen in the case of speech noise with 6 dB of power ratio. For this case, PESQ

is the same as for reverberant speech. Nevertheless, speech recognition is lower than that of reverberant speech.

We know that the separated signals still have some residual interference, and so the quality should be degraded.

However the PESQ is higher than expected because some reverberation has also been removed (this can be noted

by inspection of spectrograms and by listening carefully). This reverberation reduction is an effect of the Wiener

filter, as the signal used as estimation of the noise has some echoes of the desired source arriving from different

directions. The Wiener filter will thus reduce in some amount the reverberant echoes. In this way, a small quality

improvement in reverberation compensates the reduction due to residual noise and PESQ is the same, although the

remaining noise degrades speech recognition.

D. Evaluation on Real Mixtures

For this experiment we recorded the same 20 sentences used in sections IV-A and IV-B, contaminated with the

same noises, but in a real room as shown in Fig. 8. The environment is an acoustically isolated room that naturally

has a reverberation time of about τ60 = 120 ms. To increase the reverberation time, plywood reflection boards were

added in two of the walls. The average reverberation time for this case was about τ60 = 200 ms.

After mixture, separation was performed using the proposed separation algorithm, the one proposed in [8] (we

will call this Parra), and the one proposed in [11] (we will call this Murata). Both algorithms are fd-ICA methods,

that obtain independence exploiting the nonstationary structure of the speech signals, using second-order statistics.

Murata’s algorithm uses the correlation among envelopes of the frequency bins to solve the permutation problem,

and Parra’s algorithms avoid permutation by imposing constrains in the structure of the time-domain separation

filters. For Murata algorithm, we used a window length of 256 samples (32 ms), a frame shifting interval of 10

samples (1.25 ms) and we selected 40 correlation matrices to diagonalize, as suggested by the authors. For Parra

algorithm, as the signals used here were of very different durations than the ones reported by the author, we tried

several combinations of filter and window lengths (128/1024, 256/512, 256/2048 and 512/3072). The best results

were obtained for a filter length of 256 samples (32 ms) with a window length of 512 samples (64 ms).

An implementation of the Parra algorithm was obtained from the author web page2, and the implementation

of Murata algorithm was obtained from Shiro Ikeda web page3. All the algorithms were programmed in Matlab

language, and the separation tests were ran in a Pentium 4 EMT64 of 3 GHz, with 1GB of RAM. For the proposed

algorithm we used two variants, without including the time-frequency Wiener postfilter of step 7 (in the following

2http://newton.bme.columbia.edu/˜lparra/publish/

3http://www.ism.ac.jp/˜shiro/research/index.html
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Fig. 8. Experimental setup for a two sources-two microphones case

Pr. I) and with the Wiener filter (Pr. II). Another variant is the related to the central bin selection. As we used some

heuristics based on knowledge of the source characteristics to decide which could be a good candidate for central

bin, it can be argued that the method is not completely blind. Thus we also run Pr. II, but using as central bin, that

located in the middle of the frequency range, for all kind of noises (Pr. III).

To test the performance of the algorithm, we have used a speech recognition system similar to that described in

section IV. The acoustic model was trained with 585 sentences from a subset of Albayzin database (the training

set does not includes any of the sentences used in the test, nor the used as interfering voices).

Also we performed two additional evaluations, one using the PESQ to have a perceptual objective quality

evaluation, and the other the average processing time for each of the algorithms. Table III shows the WRR for this

experiment, and Tables IV and V the PESQ scores and the average processing time, respectively.

As can be seen, Murata algorithm produces some degradation of all, WRR and PESQ. This is due to the fact that
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TABLE III

WRR% FOR THE EVALUATED ALGORITHMS AND THE MIXTURES. PR IS THE POWER RATIO IN THE LOUDSPEAKERS.

PR Noise Mix. Murata Parra Pr. I Pr. II Pr. III

6 dB Speech 44.50 25.00 49.50 83.07 85.50 85.50

White 19.54 15.00 27.50 61.00 85.50 82.50

0 dB Speech 30.00 27.00 49.00 62.50 83.00 85.00

White 7.20 11.00 20.00 24.00 67.50 65.00

Ave. 25.31 19.50 36.50 57.64 80.38 79.50

TABLE IV

PESQ SCORES FOR THE EVALUATED ALGORITHMS AND MIXTURES. PR IS THE POWER RATIO IN THE LOUDSPEAKERS.

PR Noise Mix. Murata Parra Pr. I Pr. II Pr. III

6 dB Speech 2.11 1.97 2.22 2.51 2.83 2.83

White 1.98 1.86 2.37 2.57 2.83 2.82

0 dB Speech 1.73 1.71 2.19 2.26 2.59 2.61

White 1.64 1.67 2.16 2.25 2.54 2.53

Ave. 1.86 1.80 2.23 2.40 2.70 2.70

TABLE V

AVERAGE PROCESSING TIME IN SECONDS FOR THE EVALUATED ALGORITHMS AND MIXTURES. PR IS THE POWER RATIO IN THE

LOUDSPEAKERS.

PR Noise Murata Parra Pr. I Pr. II Pr. III

6 db Speech 9.49 6.48 0.36 0.43 0.43

White 8.79 7.01 0.26 0.27 0.30

0 db Speech 9.56 6.60 0.31 0.42 0.46

White 8.98 6.48 0.24 0.28 0.30

Ave. 9.21 6.64 0.29 0.35 0.37

the algorithm cannot handle the reverberation times involved on this tests. The only effect of the processing is to

introduce distortions that degrade the performance. For Parra algorithm, some improvement is noted, although it is

not enough. The proposed algorithm can handle the separation in this environment and produces a large improvement

in WRR and PESQ. Even if we do not use the Wiener postfilter, the quality of our algorithm outperform the other

evaluated alternatives, showing that the separation stage indeed works better than the previous approaches. Also,

when using a fixed central bin (Pr. III), the performance is slightly changed, suggesting that the method is robust

to central bin selection.

For comparison, we have also evaluated the use of a different postfilter. In other works in the area, a binary

mask postfilter was used after a first stage of fd-ICA separation, to improve the results. The main assumption for

binary masks is that each time-frequency sample has information of only one source. But for reverberant signals
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this assumption collapses, and so a continuous mask should produce better results. We have implemented the binary

mask postfilter presented in [41] and used it instead of our Wiener postfilter (with the same first stage), evaluating

the PESQ scores. For speech noise, the PESQ scores obtained were 2.69 and 2.49 for 6 dB and 0 dB of power

ratios, respectively. For white noise, the PESQ scores were 2.73 and 2.45 for 6 dB and 0 dB, respectively. These

results represent in average only 52.2% of the improvement obtained with our Wiener postfilter.

Regarding the processing times, the proposed algorithm is more than 26 times faster than Murata’s and more than

18 times faster than Parra’s one. It should be noted that no special optimization was made in the implementation

to make a faster code.

E. Robustness of the ICA estimation

There are two other subjects to be explored. One is how the quality and the robustness of the method are affected

by the selected number of lateral bins. And the other is how sensitive the algorithm is to the central bin selection.

To answer the first question we have performed an experiment using the same data as the experiment in section

IV-D (the real mixtures data). We have selected a bin located in the center of the frequency range, and performed

the separation using no lateral bins, one lateral bin to each side, two lateral bins to each side, and so on. Then

we averaged the separation results for the 20 test sentences, for the case of white noise and 6 dB of power ratio

(similar results were obtained for other noise and powers). In the x axis of Fig. 9 we put the number of lateral

bins4, and we used two y axis, at the left we put the average PESQ obtained (in solid line), and in the right side

the average processing time used for separation, in seconds (dashed line).

As can be seen in this figure, the addition of lateral bins is beneficial, as the quality is always improved with

respect to the case when using only the central bin. Also, it can be seen that adding more bins increases the quality,

up to a limit, where it starts decreasing. This agrees with our assumption that to some extent, by adding lateral

bins, the effects of the upper an lower bins are cancelled, and the quality is augmented, but if too much bins are

added, the discrepancies have more weight and the quality is lowered.

Furthermore, it can be seen that the processing time initially is decreased, proving that the addition of lateral

bins, even if the ICA algorithm has to process more data, produced faster convergence than using only the central

bin. When more and more bins are added, the processing time is increased, so it would be desirable to keep the

lateral bins as low as possible for reducing the processing time, but large enough to provide a good quality. This

shows that the addition of lateral bins provides an improvement both in terms of convergence speed and estimation

quality of the ICA algorithm.

Now for the second problem, in all the experiments up to now we used a fixed central bin for the estimation,

selected using some a priori knowledge about the source characteristics, or fixed at the center of the frequency

range. Clearly, the best case would be to have some method that could determine automatically the optimal central

4A frame of length 256 samples was used, so the bin index goes from 0 to 128, we used the index 64 as central bin, and added lateral bins

to each side from 0 to 63 bins.
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Fig. 9. Effect of the number of lateral bins used in the ICA algorithm. Left axis and solid line: PESQ score; right axis and dashed line: average

processing time.

bin. Although more research is needed before producing such a method, it is important to know how sensitive is

the method to the central bin selection. To verify this robustness, we performed the following experiment.

We used a sentence from the last experiment in section IV-D (the case of real mixtures), contaminated with white

noise at 0 dB of power ratio. We used a frame length of 256 samples with 128 samples of step size for the STFT.

This mean that we have the bin index changing from 0 to 128. We repeated this, for three cases: using no lateral

bins, using 5 lateral bins, and using 10 lateral bins (we have excluded the extreme cases where the central bin was

lower than the number of lateral bins, because we need to use the desired number symmetrically). The results are

presented in Fig. 10.

As can be seen in this figure, for 0 lateral bins, there are a lot of deep valleys in the PESQ score. These

valleys corresponds to bins where the ICA algorithm failed to converge. This behaviour is typical of standard

fd-ICA approaches (which estimate the separation matrix in each frequency bin). For these cases the quality of the

convergence of ICA is not uniform for all bins, so even if the other problems (permutations, scalings) are solved,
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Fig. 10. Effect of the central bin selection on the quality of separation, for different numbers of lateral bins.

the quality will be very variable for different bins. In contrast, using 5 lateral bins, most of the valleys have been

eliminated, and using 10 bins (solid line), the quality is quite smooth for any selection of the central bin.

This experiment shows, on one side, that the addition of lateral bins provides for robustness, as it produces a

good estimation for cases were (using only the central bin) the ICA algorithm fails. On the other side, it shows

that the method is quite robust to a wrong selection of central bin, which confirm our previous findings.

V. CONCLUSIONS AND FUTURE WORKS

In this work we have introduced a simplified mixing model for convolutive mixtures of audio sources in reverberant

rooms. Based on this model a new separation algorithm has been developed. The new algorithm overcomes most of

the problems presented in standard fd-ICA formulations. It has superior separation capabilities, as is shown by the

experimental results with both, synthetic and real mixtures. To sum up, the following novelties have been presented:
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1) A new pseudoanechoic mixing model for reverberant rooms that includes the effect of delays and amplitude

scalings.

2) An indeterminacy-free method for separation in the frequency domain.

3) A robust method to estimate the mixing parameters, using complex ICA.

4) A post-processing method using the separated signals as estimations of clean sources and noise, for a time-

frequency Wiener filter.

5) An extremely fast algorithm, between 15 to 20 times faster than standard and well known fd-ICA algorithms.

The capabilities of our algorithm were evaluated for two different frameworks. One is the capability to produce

a good subjective quality. This capability was evaluated through a perceptually derived objective quality measure.

The other is the capability of enhance the speech for a specific computer automatic task. It was evaluated through

an automatic speech recognition system. The results for both cases are far superior to the evaluated alternatives.

At the same time, the processing requirements are far lower than that of the alternatives. The field of application

is thus very wide, from those aimed at human listening, like hands-free communication or hearing aid processing,

to those related to man-machine interfaces and speech-to-text translation.

Though almost all the critical parameters of the algorithm were analyzed, there are some others that should be

explored to produce even better results. The center frequency bin ω` was selected empirically to a fixed value.

Instead, some automatic selection based on measures of the separability of the sources in each frequency bin could

be developed. This could lead to a better estimation of the mixing matrix, and thus a more robust result would be

produced. Also, a reverberation reduction stage could be used as post-processing to improve the quality even more,

for applications like speech recognition in which reverberation is also undesirable.

Finally, it must be noted that the algorithm is very fast, even in a non-optimized implementation in an interpreted

programming language. This encourages us to explore a real-time semi-online version of the algorithm.
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