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Abstract

Considerable advances in automatic speech recognition have been made in the last decades, thanks specially to the use of
hidden Markov models. In the field of speech signal analysis, different techniques have been developed. However,
deterioration in the performance of the speech recognizers has been observed when they are trained with clean signal and
tested with noisy signals. This is still an open problem in this field. Continuous multiresolution entropy has been shown to
be robust to additive noise in applications to different physiological signals. In previous works we have included Shannon
and Tsallis entropies, and their corresponding divergences, in different speech analysis and recognition systems. In this
paper we present an extension of the continuous multiresolution entropy to different divergences and we propose them as
new dimensions for the pre-processing stage of a speech recognition system. This approach takes into account information
g about changes in the dynamics of speech signal at different scales. The methods proposed here are tested with speech
I signals corrupted with babble and white noise. Their performance is compared with classical mel cepstral parametrization.
Z The results suggest that these continuous multiresolution entropy related measures provide valuable information to the
§ speech recognition system and that they could be considered to be included as an extra component in the pre-processing
stage.
> © 2007 Elsevier B.V. All rights reserved.
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1. Introduction

Automatic speech recognition (ASR) has been an active research field in the past two decades, in which
three wide areas can be mentioned: speech signal analysis, acoustic and language modeling. Statistical methods
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of Markov source or hidden Markov models (HMM) [1] have lead to high performance levels in ASR.
In the field of speech signal analysis different techniques have been applied. In those experiments such as
linear predictive coding (LPC) [2], cepstral and mel frequency cepstral coefficients (MFCC) [3], where
production and perception features of human speech were taken into account, the best results have been
obtained [4].

When the ASR system is trained with clean speech signals and then it is tested with added noise, an
important performance deterioration is observed, which can lead to increase in the recognition errors
over 80% [5,6]. In a similar way, when ASR system is trained with speech signal recorded with high quality
audio systems and then tested with speech registered with a simple home microphone, errors can grow up
to 50% [5,6]. This is the scope of ““robust” speech recognition, which has became an important research field
in the last years. The aim of robust speech recognition is to obtain ASR systems that can be used in
real environments, with noise, reverberation, loss in the transmission channels, home quality audio
systems, etc. Research is oriented to two main areas: (1) techniques based on transformation of the speech
signal in the feature space (pre-processing) and (2) adaptation of models to noise or particular environmental
conditions [7].

In terms of speech perception, it is also important to compare human and machine performance. Human
listeners are significantly more robust than artificial ASR systems when performing similar tasks [8]. This leads
to insights about similarities and differences, and promotes the selective introduction of new methods into the
ASR domain [9]. In this context, there is some research focused on improving ASR systems by using human
auditory processing models as front-ends [3]. In addition, noise reduction technology for digital hearing aids is
being transferred for its use in ASR. New noise reduction systems, based on physiological and
psychoacoustical knowledge, are being designed. Some techniques used in ASR have been useful for the
design of hearing aids both in the estimation of speech intelligibility and in its quality [10,11].

There are several pre-processing methods to improve the ASR system’s performance [5]. Often it is
supposed that both signal and noise are generated by linear systems and that noise has special features
allowing one to be easily modeled. In practice none of them is a real assumption: often noise consists in other
voices in a conversation and the signal corresponds to a nonlinear system. Thus, the robustness problem of
ASR systems is still an “open” research topic, specially for low signal-to-noise ratio (SNR).

Entropy notions have been used to characterize the complexity degree of different physiological signals
[12-14]. The application of these quantitative measures provides information about the dynamics of the
underlying nonlinear systems, and helps to gain a better understanding of them. Their use has been extended
over different time-scale distributions [15]. In speech processing, spectral entropy has been used for relatively
simple tasks like segmentation and silence detection [16,17]. The multiresolution entropy, proposed by Torres
et al. in Ref. [18], is a tool based on the wavelet transform which gives account of the temporal evolution of the
wavelets coefficients’ Shannon entropy. Later it has been used with Tsallis entropy [19]. Combined with the
continuous wavelet transform (CWT) [20], continuous multiresolution entropy (CME) has shown to be robust
to additive white noise, in the detection of slight changes in the underlying nonlinear dynamics corresponding
to physiological signals [21,22]. Good results have also been obtained in applications to speech signals
corrupted with additive noise in experiments of self-organizing map clustering [23]. All these motivate us to
explore this tool over the pre-processing front-end in an ASR system. Recently, Shannon and Tsallis entropies
and their corresponding divergences have been included in an ASR system, providing information of the
temporal evolution of the complexity degree of speech signals, improving its performance [24]. These
information measures and other ones, such as Jensen—Shannon divergence, have been used in different speech
analysis applications [25-29].

In this paper we present the extension of the CME to different divergences and we propose to compare the
results obtained while included as new parameters in an ASR system. For that purpose, a new approach will
be introduced here to the front-end stage of an ASR system: new dimensions taking into account information
about the changes in the dynamics of speech signal for different scales, provided by different multiresolution
entropies or divergences, will be concatenated to a MFCC classic parametrization. The paper is organized as
follows. In Section 2 the basic concepts used in this paper are described. In Section 3 the materials and
methods are detailed. In Section 4 we analyze and discuss the obtained results. Finally, in Section 5
conclusions are presented.
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2. Basic concepts
2.1. Continuous wavelet transform

Given s(¢), a continuous signal, its complexity measures are obtained in the time-scale plane by performing
first its CWT, defined as [30]

W (a,b)2 / s <%> d, (1)

o]

where (¢) is the complex conjugate of the mother wavelet i, which can be any oscillatory function with zero
mean and whose Fourier transform y/(w) satisfies

Cy = 27r/ lw| ! |1Ap(w)|2 dw<o0. 2)
Observe that ¥, (1) = la| =V 2Y((t — b)/a) are dilated and translated versions of y(¢). Thus, the CWT allows to
analyze the signal at different size’s structures.

Since in practice s(¢) is a discretized signal, i.e., s(r) = s[k] if t € [k,k+ 1) for k= 1,..., K, to numerically
compute the CWT defined in (1) a piecewise constant interpolation is used by [31], which translates it as

k1
@b =3 [ A0 dr 3)
& k

This leads to a discretized version of ¥Y(a,b) when a = 6,j=1,...,J, with J € Z and 6 € R", and b =k,
which corresponds to the so named ‘“‘quasi-continuous’ wavelet transform.

2.2. Information measures

In this work we will consider Shannon and Tsallis entropies, with their corresponding relative entropies, and
Jensen—Shannon divergence.

Shannon entropy is a measure related with the information needed to localize a system in a given state.
Given a discrete random variable (rv) X € I = [X,in, Xmax], its Shannon entropy s’y is computed as [32]

N
Hx(P)2 = " p,In(p,), )
n=1

where P = {p,,n=1,...,N}, p, is the probability that x belongs to a considered interval, N is the number of
partitions in which the range 7 is uniformly divided, and with the agreement that p, In(p,) = 0 if p, = 0.
Tsallis entropy depends on a real parameter g# 1 and it is defined as [33]

N
AP 2@ 1D (p, — @)D, (5)
n=1

It has been applied in the analysis of complex biological signals for slight parameter changes detection in the
context of nonlinear dynamical systems [22,34].

In the case of Shannon entropy, the associated relative entropy between two probability distributions P and
R, corresponding to two rv’s X and vy, is expressed as [35]

N
Dyy(PIR2 Y p,In (’;—> . (6)

n=1 n

Dy y(P|R) is also called Kullback—Leiber distance, where p, In(p,/r,) = 0 if p, = 0. In our case, P and R will
correspond to two different consecutive segments of the same signal and for this reason we will notate this
divergence as Dy(P|R).
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In a similar way, the divergence corresponding to the g-entropy [24,36] is here given by

1 N p q—1
DUPIRA >, [1 - (&) ] )
n=1 n

Finally, we consider the Jensen—Shannon divergence [37], which shares similar properties than the above
mentioned ones, and is here defined as

DIS(PIR)2 #x(npP + ngR) — (npH x(P) + nr #x(R)), (8)

where () is the Shannon entropy and = represents the weight assigned to each distribution.

2.3. Principal component analysis

Principal component analysis (PCA) is a statistical method used for data analysis, feature extraction and
compression [38]. Given the data H = {/[j, m]} € R”*M  let us suppose that it is produced by a statistical model
@', with ® € R”*/, from a linear combination of noncorrelated hidden sources Y = {y[j, m]} € R’*M:

H=oY. )

The goal of PCA is to obtain the components y[j,m] that better explain the data A[j,m] in the sense of the
maximum variance directions. In such a way, PCA allows to reduce the dimension of the available data,
revealing its most relevant components.

For a fixed row j, the rv y; = {y[, 1],..., [/, M]}, obtained as y; = ¢;H, with ¢; = {$[}, 1],..., o[, J1}, is
called the jth principal component of H if

¢; = arg max E[(¢;H)’], (10)

where &[] stands for the expectation value of the corresponding variable.
In practice, this is solved choosing the rows of @ as the eigenvectors of HHT, assuming Gaussian
distribution for Y. This diagonalizes the covariance matrix of Y,

- 1 T
o-Y_M_lYY, (11)
and entails a redundancy reduction, ensuring the independence of sources Y for second order statistics. The
term (M — 1)~! is a normalization constant.
The covariance matrix of H can be computed in the same way as (11) and satisfies ey = QAQ", where Q is
its eigenvector matrix, QT = ® and A = diag{A,, ..., A;} is the diagonal matrix of eigenvalues associated to Q,
with A; > --- > 1;. Then, (9) can be written as

Y = Q"H*, (12)

where H* is the normalized (zero mean) version of H. Thus, in order to solve (9) two procedures are
performed: mean subtraction of H and eigenvector computation of HH'. The first principal component
corresponds to the one that has the maximum eigenvalue and it is called “‘the principal component” (PC).

3. Materials and methods

In this section we introduce the main characteristics of the ASR baseline system and the multiresolution
entropy approach to be used in this paper. The basic concepts of the different tools will be presented.

A modification to the classical speech signal pre-processing stage will be here outlined. The multiresolution
entropy will be concatenated as a new dimension to the mel frequency cepstral coefficients parametrization of
speech signal.

The block diagram showed in Fig. 1 depicts each stage of the algorithm proposed in this paper, providing
the reader a guide of what follows. Starting from the sampled speech signal, two branches are open. In one of
them the CME is computed (Fig. 1: Steps 1-2). In the other branch the classic MFCC parametrization is
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Fig. 1. Schemes of the stages of the proposed method, for one PC, which are explained in the text.

obtained (Fig. 1: Steps 4-5). For major details on MFCC implementation see appendix in Ref. [24]. In order to
calculate the CME, for each scale of CWT matrix, information measures are evaluated. We will consider
different entropies and divergences: Shannon and Tsallis entropies and their corresponding relative entropies
and the Jensen—Shannon divergence. The CME and the continuous multiresolution divergence (CMD) details
are presented in Sections 3.1 and 3.2. PCA is applied (Fig. 1: Step 3) to extract the temporal components of
higher variance. The obtained values are concatenated as new dimensions in the MFCC parametrization
(Section 3.3). The performance of this new approach will be compared to the classical front-end in different
noisy conditions.

3.1. Continuous multiresolution entropy

In this section we recall the basic concepts concerning the CME [20].

Given a discrete signal s[k],k=1,...,K, and applying the quasi-CWT, a discretized decomposition
{d[j, k]} € R”K in the time-scale plane is obtained, with d[j, k] = ¥ (a = jJ, b = k) (see Section 2.1). For each
fixed scale j the CWT coefficient’s temporal evolution will be named as d;[k] in what follows. Let us consider a
set of rectangular sliding windows #”7 = {W/(m,L,4),m =0,1,2,..., M}, with

Witm, L, A) = {djlkl,k =l +mA,l=1,...,L}, m=0,1,2,.... M, (13)

which depend on two parameters, width L € N and shift 4 € N, and where L and 4 are chosen such that L <K
(the signal length) and (K — L)/4 = M € Z. The selection of these values is accomplished in agreement with
the windowing performed to obtain the MFCC parametrization of speech signal (see Fig. 1). In this case, the
windows length is directly related with maximum speed of significant vocal tract morphology modification [3].

Over each window W/(m, L, A) an equipartition d;) = mz’nk{d_,-[k]}<d} <--- <a’][.v_1 <aljV = max;{d;[k]} is
considered, providing a subset of N disjoint subintervals:

={d~".d),n=1,....N}, (14)
such that W/(m, L, A) = | J\_,I,.

Let us denote with p/ (F) the probability that a given d,[k] € Wi (m, L, 4) belongs to the interval L.
Therefore, for each window W/(m, L, A) a set P/[m] of N probabilities p/ (F) is obtained:

Pm) = {p,(I'),n=1,...,N}. (15)

Observe that here m represents the time-evolution at the considered scale .

Following the seminal ideas of multiresolution entropies in Refs. [18,20], we are in a condition to compute
the information measures over each window W/(m, L, A), in order to obtain the corresponding continuous
multiresolution measures. The Shannon entropy (4) can now be written as

N
Halj,ml = = pl(E)In(@) (L), m=0,1,..., M. (16)
n=1

Observe that here 54 stands for #4(P), and in what follows we will skip the probability reference in all the
information measures in order to make the notation more readable.
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At each fixed scale j and for each fixed m, the entropy value corresponding to the wavelet coefficients on
the window W/(m, L, A) is computed. Observe that {Halj,m,m=0,1,..., M} represents the Shannon
entropy evolution at the time-control m. In this way, {#4[j,m],j=1,...,J,m=0,..., M} is a matrix
that will be denoted as CME, where CME(a = jé,m) = # 4[j,m], and named as the continuous multi-
resolution entropy.

Under the same considerations, the evolution of g-entropy of d,[k] is computed over each window
W/(m, L, A) and it is obtained as

N
Hml = (q— 1 @) — (Pd))") (17)
n=1

and the corresponding continuous multiresolution g-entropy matrix CME, is obtained, with CME (a = jd,m)
= A4[j, m].

3.2. Continuous multiresolution divergence

In this section, we extend the ideas of multiresolution entropy to the relative information measures, using
now the Kullback—Leiber distance, the g-divergence and the Jensen—Shannon divergence.

Having in mind the probability set P/[m] mentioned above (15), corresponding to one window W/(m, L, A),
we consider now also a second set R[m] = {/ (I/),n = 1,..., N}, where #/ (I) is the probability that a given
dj[k] corresponding at the next window W/(m+ 1,L,A) belongs to the interval F,. In this way, the
Kullback—Leiber divergence (6) of two consecutive windows can be computed as

N o
Dqlj, m] = ; 7. (F)In (—%1(11};)) . (18)

This procedure accomplished for all scales gives the corresponding continuous multiresolution divergence
CMD, where CMD(a = jé,m) = D,[j, m].
In a similar way the relative g-entropy (7) is computed as

N\ g-1
L& P\’
Dilj,m] = —— ry|n— (—22—= 19
iU == 2 Pnh) (ﬂm(%) (19)
and the continuous multiresolution g-divergence CMD,, is obtained, being CMD,(a = jo,m) = Di[j, m].
Finally, the Jensen—Shannon divergence reads as
D, m] = A a(rp P[m] + g Rm]) — (np A a(P[m]) + ng A a(R'[m])), (20)

computing the CMDjg as above. Weights mp and mz where chosen according to the lengths of P/[m] and
Ri[m] [37].

As an example, we show in Fig. 2 the behavior of one of this multiresolution divergences while applied to a
speech signal with and without noise. In Fig. 2(a) a part of the labeled speech signal of sentence: “Como se
llama el mar que bana Valencia?”’ (What is the name of the sea that border Valencia?) is shown. Fig. 2(b) shows
the scalogram (|d[j, k]|*) corresponding to the signal showed in (a), obtained with the Daubechies wavelet of
order 16. In Fig. 2(c) the corresponding CMD,, is shown, for ¢ = 0.2. Figs. 2(d)—(f) show results obtained for
the same signal but corrupted with additive background conversation noise at 10 dB SNR. It can be observed
in Figs. 2(c) and (f) that in this case CMD, has higher values in those points labeled as transitions from one
phoneme to another, both in the clean signal and in the corrupted one. This result suggests that an appropriate
inclusion in the model of the information provided by this tool could improve the ASR system performance in
the presence of noise, making it more robust.
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Fig. 2. (a) Labeled speech signal. (b) Scalogram corresponding to the signal displayed in (a). (c) CMD, (¢ = 0.2) of scalogram showed in
(b). (d) The same signal shown in (a) with additive babble noise (10 dB SNR). (e¢) Scalogram corresponding to the signal displayed in (d).
(f) CMD,, (¢ = 0.2) of scalogram displayed in (e).
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3.3. Different CME-based parametrization approaches

While working with HMM s it is important to limit the number of free parameters to be estimated, for this
reason, once the multiresolution information measures are obtained, a PCA is performed in order to keep a
relative low dimension for the final coefficient vector.

The PCA is here used in three different ways and, in what follows, they are described in detail for the CME
and can be easily extended to the other multiresolution information measures presented above.

(i) Laboratory for Signals and Computational Intelligence (http://fich.unl.edu.ar/sinc)
M. E. Torres, H. L. Rufiner, D. H. Milone & A. S. Cherniz; "Multiresolution Information Measures applied to Speech Recognition”
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3.3.1. Method 1: first PC (PC)

Given CME, we denote as U = CME" the statistical normalized matrix associated to it. Normalization is
obtained scaling to get zero mean and unit variance over each row. Defining the correlation matrix of data
ocme = UUT we find its eigenvector matrix Q and the diagonal matrix of eigenvalues A associated to Q, such
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as 6cme = QAQT. Thus, according to (12), the matrix of PC is computed as
Y = Q'CME*. (21)

The row vector of Y corresponding to the maximum value of A is the PC and we denote it as y,. The
component y,[m] evolves with the time-control m and it will be concatenated to the classical MFCC to obtain
our new parametrization.

3.3.2. Method 2: first and second PC (PCy,)

In method 1 we obtained vector y, from (21). Here we also obtain the second component of Y, associated to
the second larger value of A, y,. Thus, both elements y,[m] and y,[m] are concatenated to the MFCC to
generate the new parametrization vector.

The motivation of this method arises from the characteristics of noisy CMD showed in Fig. 2(b).
Comparing it with (2(a)), corresponding to clean signal, new structures can be observed, which are related with
noise. These structures appear almost separately from the ones corresponding to the clean signal. Therefore, it
could be supposed that taking into account two PCs would provide information about both components,
signal and noise, increasing the information provided to the model.

3.3.3. Method 3: scale dependent PC (PCsp)
For this case, we consider two submatrices from CME to apply PCA:

UV = (CME(5,m))* where 1<;<J/2 and

U? = (CME(5,m))*  with J/2<j<J,

and we compute both correction matrices: O-(Cl%\/lE = UDUMNT for i =1,2. Thus, the columns of Q¥ will
contain the eigenvector of G((lj)ME and the diagonal matrix A? will provide the associated eigenvalues, for
i = 1,2. Two expressions equivalent to (21) are obtained, but over each halves of subdivided matrix CME. In
this way, we have

YO = QNHTU?  fori=1,2. (22)

From each one of these equations the corresponding PCs y(ll) and y(lz) are obtained. Both PCs are accordingly

concatenated to the classic MFCC parametrization.

Under the same ideas considered for method 2, it is observed from 2(b) that structures related with noise
appear mainly at high scales, while the corresponding to signal are in lower scales, suggesting that the two
components obtained as above would provide information about signal and noise in a relatively separate way.

These three procedures are accomplished in a similar fashion over the other multiresolution measures. These
new coefficients incorporate information about dynamic changes of speech signal in the time-scale plane.

3.4. Automatic speech recognition experiments

In this section we describe the ASR system, the speech database and the cross validation tests used in the
experiments.

3.4.1. Automatic speech recognition system

In order to compare the classical parametrization with the alternative one proposed here, we build a state of
the art ASR system for a Spanish speech corpus. In what follows we briefly describe its characteristics and the
procedure to obtain such reference system. For further details, read Ref. [39].

Three state semi-continuous HMMs (SCHMMs) have been used for context-independent phonemes and
silences [2]. Probability density functions for observations have been modeled with Gaussian mixtures.
A complete model was built for all the phrases and four reestimations have been accomplished using
the Baum—Welch algorithm [40]. Parameter tying was accomplished using a pool of 200 Gaussians for each
model state. In the same phoneme model tied mixtures reduce the total effective amount of parameters from
855000 to 26 200. This stage is necessary in order to improve the estimation robustness because of the reduced
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training set used [41]. Finally the remaining reestimations have been computed in order to complete a total of
16. For language modeling, backing-off smoothed bigrammars [40] have been estimated with transcriptions of
the training database.

For the reference system, each phrase has been normalized in mean, preemphasized and Hamming
windowed in segments of 25ms length, shifted 10ms. Each segment have been parameterized with 28
coefficients: 13 MFCC, 1 energy coefficient (E) and their temporal derivatives (AMFCC and AFE) [3].

For each of the methods explained in Section 3.3 new vectors were concatenated to the classical front-end,
which incorporate information about dynamic changes of speech signal in the time-scale plane. Therefore, the
following parameterizations were considered:

e PC; method: 12 MFCC, which allows to maintain the number of coefficients of the reference front-end, one
energy coefficient and the coefficient obtained from PCA over each segment, y; and its respective temporal
derivatives. Thus, our approximation stays: [MFCC|E|y,|AMFCC|AE|Ay,].

e PCy; method: 11 MFCC, the energy coefficient and both information measure coefficients, with its
corresponding derivatives. This is: [MFCC|E|y,|y,|AMFCC|AE|Ay,|Ay,].

e PCgp method: 11 MFCC, energy coefficient, the two values corresgondmg to information measures at both
low and high scales and their temporal derivatives: [MFCC|E|y ly )|AMFCC|AE|Ay(1])|Ay(2)]

Notice that the bar ‘|’ is used to indicate the concatenation of the different vectors whose elements are used to
form the new patterns.

3.4.2. Signals and database

The signals used for training and testing of the ASR system have been obtained from a subset of Spanish
corpus Albayzin [42]. This subset consists of 600 sentences, with a vocabulary of 200 words, related to Spanish
geography. Its speech utterances have a phrase duration average of 3.35s. They were spoken by six males and
six females from the central area of Spain, with an average age of 31.8 years. The speech signal was registered
in a recording study and has been re-sampled at 8 kHz with 16 bits of resolution.

Speech signals corrupted with noise were used to test robustness of the ASR system. White and babble noise
from the database NOISEX-92 [43] have been used. White noise has been digitalized from a high-quality
analog noise generator. The source of babble noise was background conversation of 100 persons talking in a
i bar. Both noises have been re-sampled at § kHz and have been mixed additively with data at different SNR
' levels.

3.4.3. Cross validation test

In order to test the methods proposed in this paper we have applied a leave-k-out cross validation [44]. Ten
models have been build and trained. For each model, different training/test partitions of signals have been
randomly selected. For system training, each partition has been constructed using 80% of the Albayzin subset,
and the remaining 20% has been used for testing.

The recognition has been evaluated computing the word error rate (WER), considering as errors the word
deletion and substitutions [39]. In order to highlight the differences of our proposal, compared with the
reference system, the percentage improvement of relative error has been computed as

Ago, =L % (23)
Eref

where ¢ is the WER value and ¢, is the reference WER.

C 4. Results and discussion

As explained in the previous section, the methods proposed in this work have been included in an ASR
system trained with clean speech and tested with speech signals corrupted with both babble and white noise.
We present and discuss here the results obtained while comparing the recognition with the one obtained with a
classical front-end.
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Fig. 3. Word error rate of ASR system vs. SNR using signals corrupted with babble additive noise. Comparison between the classical pre-
processing (solid line) and the proposed methods: PC;, PC,,, PCsp, computed with (a) Shannon entropy, (b) g-entropy, with ¢ = 0.2,
(c) Kullback—Leiber distance, (d) ¢g-divergence, with ¢ = 0.2, and (e) Jensen—Shannon divergence.

In Fig. 3 we compare the WER obtained with classical parametrization and with the methods proposed here
for different SNR and babble noise. Fig. 3(a) shows the WER obtained with the methods PC,, PC;, and
PCsp, when Shannon entropy based CME is concatenated to the MFCC vector. In Fig. 3(b) g-entropy is used.
A previous work [24] suggests ¢ = 0.2 as an optimal value for this type of experiments. Figs. 3(c)—(e) show the
WER obtained with Kullback—Leiber distance, g-divergence and Jensen—Shannon divergence, respectively.
These results suggest that the methods PCy, and PCgp have a better performance than baseline in the cases (c),
(d) and (e). In the case of Kullback—Leiber distance (c) we can observe that, when the parametrization of
method PCgp is applied, its word recognition error is under the one of baseline for SNR equal and less than
15dB.

Fig. 4 shows the WER obtained with classical parametrization vs. the methods proposed in this work for
white noise at different SNRs, in similar way as the previous figure. In this case, the method PCgp displays an
error rate lower than the one obtained for the classical parametrization, in particular for 5, 10 and 15dB
SNRs. We can appreciate that Kullback—Leiber distance (c) displays the best performance, especially for low
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Fig. 4. Word error rate of ASR system vs. SNR using signals corrupted with white additive noise. Comparison between the classical
pre-processing (solid line) and the proposed methods: PC;, PC;,, PCsp, computed with (a) Shannon entropy, (b) g-entropy, with ¢ = 0.2,
(c) Kullback—Leiber distance, (d) ¢g-divergence, with ¢ = 0.2, and (e) Jensen—Shannon divergence.

SNRs (less than 10dB for method PC; and less than 15dB for the other methods). For high SNRs the
recognition rates are near the baseline.

Comparing Figs. 3(d,e) and 4(d.e), we observe that the systems have similar performance with any of the
three methods proposed here, for both kinds of noise. Nevertheless, given that babble noise is less stationary
than white noise, and recalling that we are computing the relative entropies between consecutive temporal
windows, it is not surprising that the relative measures behave better than the Shannon and Tsallis entropies
when babble noise is added to the signal.

Previous results suggest that method PCgp offers the best performance in combination with relative
information measures. This could be related to the characteristics of CMD already observed in Fig. 2, where
the structures belonging to the clean speech signal are mainly at the lowest scales. In the presence of noise the
structures at the higher scales are highly modified, suggesting that babble noise information is more
concentrated at these scales.
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Table 1
Relative error improvement (A, ) of the different measures compared with the classical front-end for speech signal corrupted with babble
noise

SNR 00 50 25 15 10 5 0
PC 1.00 ~231 —57.24 —59.67 —51.04 ~30.82 ~18.19
CME PCi —7.14 ~7.29 —68.55 —61.25 —48.52 —28.74 ~17.74
PCsp —6.28 -3.57 —5.81 20.63 —4.46 ~17.60 ~16.97
PC, —0.62 —2.09 —59.42 —59.10 —48.23 —29.11 ~16.52
CME, > PCi —7.46 ~13.59 ~68.37 —58.34 —44.13 ~25.87 ~16.72
PCsp ~2.20 0.78 -2.28 24.27 —0.23 —14.65 ~15.97
PC, —5.71 —2.71 —6.01 ~16.62 —24.08 ~10.99 —29.16
CMD PCy ~10.77 ~11.10 ~15.07 ~10.83 ~7.50 21.77 13.74
PCsp —14.67 —9.99 ~14.78 40.86 94.52 29.07 17.60
PC —2.70 —1.87 —4.50 ~13.53 —15.40 —5.85 —3.90
CMD,_, PCy —5.43 —2.58 ~12.52 14.63 18.01 15.76 0.16
PCsp —5.43 ~7.76 ~1.11 44.75 41.39 26.18 -1.02
PC, —0.06 —0.65 —22.61 —25.60 -21.22 —6.51 0.97
CMD, PCy ~7.59 —5.10 —22.12 8.12 11.67 9.35 —0.83
PCsp —9.21 —6.87 —5.65 36.23 33.19 17.93 0.62

Bold numbers indicate Pr(e<é.r)>99.99%.

From the point of view of PCA, in method PC;, when we only take into account one global PC, the raw
signal information and the noise information are simultaneously included, and provided in the vector of
coefficients so the system cannot discriminate between them. In method PCi,, when first and second PCs are
used, we could expect that the information not provided by the first PC could appear in the second one, giving
additional information, but it is still not well established which one corresponds to the speech signal. This
ambiguity appears to be solved by the third method proposed here.

In order to evaluate the statistical significance of these results, we have estimated the probability that a given
recognizer is better than the reference system (Pr(e <e.r)). To perform this test we have assumed the statistical
independence of the recognition errors for each word and we have approximated the binomial distribution of
the errors by means of a Gaussian distribution. This is possible because we have a large number of words
(11077 words, if we take into account all the test partitions).

Table 1 shows the relative errors Aeo, obtained with each method using signal corrupted with babble noise
at different SNRs (corresponds to Fig. 3). In Table 2 the results corresponding to additive white noise are
presented. A positive value means that the results provide lower error than the baseline. We have marked in
bold fonts those results with higher statistical significance than 99.99%. It can be observed that for babble
noise, method PCgp with the Kullback and the parametric divergence provides Pr(e <e.r) >99.99%, for SNR
between 5 and 15dB. For white noise it is obtained for 0—15dB, for the same methods.

Results obtained in previous work showed relative error improvements of 21.25% for white noise and
24.31% for babble noise in the case of 15dB SNR [24]. Comparing these results with the methods proposed
here, it can be seen that method PCgp provides great percentage of relative error improvement.

5. Conclusions

In this work we have introduced information measures, computed in time-scale plane, in the front-end of an
ASR system. The three methods proposed here have been tested with speech signals corrupted with babble and
white noise. Performance of these approaches has been compared with classical MFCC parametrization. The
results indicate that the method PCgp provides a significant increase in recognition rates over the baseline.
This behavior was observed both in babble and white noise, specially for 15, 10 and 5dB SNRs and for the
relative information measures.
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Table 2
Relative error improvement (Ago,) of the different measures compared with the classical front-end for speech signal corrupted with white
noise

SNRp 00 50 25 15 10 5 0
PC, 1.00 —1.26 —47.16 —45.17 —30.91 —14.89 —7.44
CME PCi, —7.14 —9.78 —55.35 —39.67 —-19.17 —6.18 —5.10
PCsp —6.28 —5.15 10.61 40.68 32.51 9.55 —2.39
PC, —0.62 —1.91 —52.48 —46.62 —27.69 —14.65 —6.91
CME, -2 PCi, —7.46 —18.01 —59.04 —43.70 —15.51 —4.31 —4.87
PCsp —2.20 —1.68 18.02 30.21 31.00 11.77 —1.25
PC, —5.71 —4.30 7.58 —4.23 16.31 6.94 4.62
CMD PCi, —10.77 —12.37 2.29 27.57 47.07 38.50 8.58
PCsp —14.67 —13.65 3.92 39.16 60.27 47.60 14.92
PC, —2.70 —1.85 —7.56 —9.95 -9.98 —4.87 —0.60
CMD,—. PCi, —5.43 —8.66 —1.69 —2.68 10.55 8.78 —0.47
PCsp —5.43 —10.65 7.22 30.02 36.76 24.51 3.13
PC, —0.06 0.14 —8.88 —14.47 —13.90 —2.65 0.81
CMD, PCy, —7.59 —7.41 —13.61 5.10 13.89 11.31 0.33
PCsp -9.21 —7.84 8.87 33.98 49.03 26.62 4.66

Bold numbers indicate Pr(e <éer)>99.99%.

Results obtained not only overcome the baseline but also those reached in our previous work [24], where we
used similar information measures, but in the time domain. This demonstrates that CME and CMD related
measures provide valuable information to the ASR system in order to perform the recognition, even in the
presence of additive noise. This could be related to the fact that the detection of the dynamical changes of the
vocal tract is an important cue for speech recognition. Moreover, in order to decode the message carried by a
speech signal, human auditory system simultaneously use information from different temporal scales. The
wavelet based analysis tool presented here resembles these biological features, providing a new approach to
include this information in the pre-processing stage ASR system.
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