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Abstract

The problem of fault and/or abrupt disturbances detection and isolation for discrete linear systems is analyzed in this
work. A strategy for detecting and isolating faults and/or abrupt disturbances is presented. The strategy is an extension
of an already existing result in the continuous time domain to the discrete domain. The resulting detection algorithm is
a Kalman filter with a special structure. The filter generates a residuals vector in such a way that each element of this
vector is related with one fault or disturbance. Therefore the effects of the other faults, disturbances, and measurement
noises in this element are minimized. The necessary stability and convergence conditions are briefly exposed. A
numerical example is also presented. © 2003 ISA—The Instrumentation, Systems, and Automation Society.
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1. Introduction is important that faults and abrupt disturbances be
promptly detected and identified so that appropri-
Physical systems are often subjected to unex- ate remedies can be applied. Model based fault
pected process dynamics that degrade the systentletection and isolatiofFDI) in dynamical sys-
performance. These unexpected dynamic behav-tems have received growing attention in the last 30
iors can be classified as follows. years. In the theoretical field, over the past years
several approaches to the problem of FDI in dy-
+ Faults: nonpermitted deviation of a process namical systems have been developed; for ex-
characteristic that will lead to the inability ample, detection filters, the generalized likelihood
for fulfilling the intended purpose. Gengrally ratio (GLR) method, and the multiple model
they are produced by a wrong operation of ethod. Surveys about the matter are presented in
instrumentation and/or control devices. Refs.[1-4]. Recent approaches to fault detection
* Abrupt dynamic changes: Abnormal process and isolation focus on integrating quantitative and
development manifested as sudden paramet-qygjitative information[5]. Applications of FDI
ric or structural change of the process dy- zre described in detail in Reff6]. The integration
namic. of FDI with process control is a relatively novel
In order to maintain a high level of performance, it discipline called “fault tolerant control.” The state
of the art in this field is described in R¢f]. Thus
 *Tel: 54 (353 437-500. E-mail address clearly FDI is a very important topic from both
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stages: residual generation and decision making.2. Problem formulation

Outputs from sensors are processed to magnify the

effect of a failure, if present, so that it can be A discrete linear system that can present abrupt
recognized. The processed measurements aralisturbances and faults can be written as follows:
called residuals and the failure effect is called the

signature of the failurg8]. In the absence of fail- x(k+1)=Ax(k)+Byu(k)+Fn(k),

ures, residuals should be unbiased showing agree- 0)= 0)=0. n(0)=0
ment between the observed and the expected nor- X(0)=%, u(0)=0, n(0)=0, (1)
mal behavior of the system. A failure signature y(k)=Cx(k),

typically takes the form of residual biases that are
characteristic of the failure. Thus residuals genera- wherex(k) e R" is the state vectory(k) e R™ is
tion is based on knowledge of the normal behavior the measurement vectai(k) e R% is the control
of the system. In order to improve the fault- vector,n(k) eRP is the vector of faults, andr
detection capability of a given algorithm, the gen- =[fifz--f,]€ R™P is a matrix of distribution of
eration of directional residuals is an attractive idea faults. It is assumed that matrixése R™", B,
that was exploited in Refl9]. The problem of  €R"™ F, andCe R™" are full-rank matrixes.
generating directional residuals was deeply ana- The outputs of the system at tinkecan be cal-
|yzed from a geometric point of view in Refs. Culated from the initial'state VaIUE(O) and the
[10,11]. These works were used by Gert[&] for effec_t of control actions and unknown faults over
developing a detection filter. the time horizonl- - -k, as follows:

Recently, Liu and S[12] proposed a complete k-1
order observer that is able to detect and isolate y(K)=CAkX(0)+ > CAI~!B,u(k—i)
multiple faults in the continuous time domain. The i=1
gain matrix of this observer is designed in such a k-1
way that each element of the residuals vector is i-1 .
coupled with a given fault but uncoupled of the +i§1 CATTFn(k=1). @
other faults. The algorithm works in this way only
if the columns of the detectability matrix are ex- Detectability indexesp={p1,p,,....pp} are de-
pressed as the eigenvectors of the observer transifined by[12]

tion matrix. e~ Ape1 _
The approach of Liu and Si is extended to dis- pr=min{v:CA™7#0 v=12,.},
crete linear systems with unknown faults and/or i=1,2,..p,
abrupt disturbances in the present work. Although
faults and abrupt disturbances represent differentwheref;, i=1,...p is theith column of the matrix

phenomena, they can be treated as the same beF. The indexp; represents the number of measure-
havior. Thus this work will focus only on faults. ment samples that takes a fault to appear explicitly
Derived results can also be applied to abrupt dis- 0n the measurements. If the system of Bq.has
turbances. The resulting algorithm presents a @ finite detectability index, the matrix of faults de-
predictor-corrector structure similar to the struc- tectability D [9] can be defined dsl2]

ture of a standard Kalman filter. This allows us to D=|CAP- 1, CAP-lf, - CAP I,

establish the necessary conditions for stability and 3)
convergence.
This work is organized as follows: In Section 2 whereDe R™P andp;, i=1,...p is the fault de-

the fault/abrupt-disturbances detection and isola- tectability index associated . Columns of the
tion problem is analyzed. In Section 3 the detec- matrix F and the elements of the vectofk) can
tion and isolation filter is derived from the results be reordered and regrouped in accordance with the
of Section 2. A brief stability and convergence detectability index. That means that elements of
analysis for the derived observer is presented in the last term of the right-hand side of E@) are
Section 4. In Section 5 is presented a numerical sorted from the largest to the smallest detectability
example, and finally the conclusions are outlined index. Thus matriXD and vectom(k) can be ex-

in Section 6. pressed as follows:
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D=|CF, CAF, -
n=[nl(k—1) n?(k—2) --- n%k—s9)],

CAS IR,
(4)

where

Fi=[fn - fi] @ fn#Ffilpm=0p1;

VI=12,...s=maxp;),Vm=1,2,...s=max p;),
n'(k=D=[np(k=1) - n(k=1T;
VI=12,...s=maxp;),Vm=1,2,...s=maxp;).

For instance, ifF=[f; f, f3], and p;=1, p,=2,
p3:3, then D:[Cfl CA f2CA2 f3] By Intl‘O—
ducing equalitie$4) into Eq.(2) and by separating
the effect of “past” and “present” fault values, the
system outputs can be expressed as follows:

k—1
y(k)=CAkx(0)+Zl CA~1B,u(k—i)

k-1
+22 Dn(k—i)+Dn(k—1). (53

=
It can be observed that the first two terms of the
right-hand side of Eq(5a) give the evolution of
the outputs without considering faults while the
other terms of the right-hand side of E&§a) give
the effect of past and present faults. But, under
normal behavior hypothesis, the past faults and
disturbances are null. Therefore under nonfault
hypothesis, Eq(5a) becomes

k—1
y(k)=CAkx(0)+Zl CA 1B u(k—i)

+Dn(k—1). (5b)

Thus, under normal behavior hypothesis, the vec-
tor y(k) can be re-expressed as follows:

y(k)=Cx(k)+Dn(k—1). (6)

Therefore, in expressiof), effects of faults were
discriminated from effects of control actions and
from the system internal dynamic. This result will
be used for deriving a fault detection and isolation
filter in the next section.

3. The novel filter

Let us consider a states observer of a discrete

linear system:

645

K(k+1)=AX(k)+Bu(k)+Kq(k), (7)
y(k)=Cx(k), (8)

whereX(k) is the estimated state vectdr(k) is
the estimated measurement vectoiis the matrix
gain of the observer, ang(k) defines the innova-
tion sequence or residuals sequence,

q(k)=y(k) = y(k). (9a)

In order to derive a faults and disturbances detec-
tion filter, Eq.(6) is introduced into Eq(9a). Thus
g(k) can be expressed as follows:

q(k)=Ce(k)+Dn(k—1), (9b)

wheree(k) defines the states-estimation error:
e(k)=x(k)—x(k). (10

It can be observed in Eq9b) that residualgy(k)
presents two different terms. The first one
[Ce(k)] is the states-estimation error that does
not consider faults and disturbances. The second

one[Dn(k—1)] is the effect of faults on the re-
siduals. The first term contains the information
necessary for correcting the states prediction while
the second term biases this correction. Therefore,
in order to obtain unbiased state estimations, the
gain of the filter must multiply the first term while
neglecting the second one. To do this, sequences
v(k) andq,(k) are introduced:

YK |_[2
qr(k)| 11

where matrixe, andIT will be derived later. In-
troducing the value ofj(k) defined in Eq.(9b)
into Eq. (11), we can obtain the following expres-
sions:

q(k), (11)

y(k)=3Ce(k)+3Dn(k—1),
_ (12
q,(k)=I1Ce(k)+IIDn(k—1).

In order to obtain an unbiased estimation, the ef-
fects of faults and/or disturbances are to be un-
coupled from the estimation erra@(k) but they
must be used for estimating their magnitude.
Therefore the following two equalities are to be
verified:

>D=0, (13
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(14)

Eqg. (13) is a necessary condition for an unbiased
state estimation, and EL4) is useful for detect-
ing and isolating faults and/or disturbances. If Egs.
(13) and (14) are introduced into Eq(12), this
equation becomes

y(k)=%Ce(k),
qr(k)=TICe(k)+n(k—1).

(15

Then, the sequencg(k) is to be used for correct-
ing the predicted states, and the sequegde)

can be used for estimating faults and disturbances.
Therefore by introducing sequendd®) into Egs.

(7) and (8) and by operating, the fault/abrupt dis-
turbances detection filter can be written as fol-
lows:

)“((k+1)=A3((k)+Buu(k)+([K W][?[Dq(k),

q,(k)=IIq(k),
(k) =Cx(k),

(16)

whereK is the filter gain andV is the matrix of
propagation of faults and disturbancéd.is de-
fined by

W=A[F, AF, --- ASIF]. (17
Finally, by defining the following matrixes:
A=A-WIIC,
C=XC, (18

and introducing them into Eq16), we can ex-
press the detection and and isolation filter as fol-
lows:

%(k+1)=[A—KC]x(k)+B,u(k)
+[KS +WIT]y(k),
a,(k)=TTq(k),

(k) =Cx(K).

(19

Thus the observer provides state estimatix(ig,
measurements estimatiofigk), and at the same
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time, faults and disturbances estimations
g:(k). The remaining problem to be solved is
the selection of the observer gaibut this is a
standard tuning problem. If there are no system
and/or measurement noiségeterministic case

the most convenient gain correspond to a deadbeat
observer, but if there is some level of system
and/or measurement noigstochastic cage the
most convenient gain is the Kalman gain adjusted
by the noises level.

4. Stability and convergence

In this section, stability and convergence prop-
erties of the observer are briefly analyzed. The ob-
server(19) has the structure of a Kalman filter.
Stability and convergence properties of this kind
of filter have been deeply analyzed in REL3].
The results of this work are summarized as fol-
lows: a discrete Kalman filter is stable if and only
if the eigenvalues of A—K(k)C] belong to the
inner unit circle, being the coupl@, C) detect-

able:
rank(

and the couplé A, W) completely controllable:

zI-A
C D:n V|z|=1,

(20

rank[—el®l+A WY2)=n VwoeW:0<w
<27.

(21)

These conditions of stability and convergence can
be extended to the filter given by EA.9) as fol-
lows:

rank(

rank[—el“l+A F WY2)=n

=n+p V|z|=1, (22

zI-A F
C 0

YoeW:0

<w<s2m.

(23)
5. A numerical example

Let us consider the following discrete-linear
system that results from the linearization and dis-
cretization of the jacketed continuous stirred-tank
reactor presented in Rgfl4],
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X, (k+1) 0.8081 —0.0006 0| x,(k) 1 00
Xo(k+1)|=| 34278 1.1033 Xo(K) D=CAl"lF=C[f, fq=|0 1 O
xs(k+1)] | 0.0011 0.0001 x3(k) 001
0 0 0.022 0 0.022 0 0.022
+ —0.015zJu(k)+ 1 0435 x| 1 0.4350=|1 0.435
L 0.0564 1 0 1 0 1 0
'n(k) — —. .
X d(k) | Its rankrankD) =2, thusD is a full rank matrix
: and therefore is possible to detect and isolate non-
y1(K) 1 0 O x,(K) ” mea_surable faults ar_ld abrupt disturbances. Thus
Wi=lo 1 ol xk |+|» m_atrlxesH and> o]eflned by Eqgs(13) and (14)
y2(k) | = 2 21 will take the following values:
ya(k) 0 0 1]Lxs(k) V3

The states of the system are the reactive concen-

tration [ x4(K)], the temperature into the reactor
[X2(k)], and the refrigerant temperature into the
reactor jackefx5(k)]. They are considered mea-
sured variables corrupted by independent “white-
noises” sequences;, v,, and v; (stochastic
case. The exothermic reactor is controlled by ma-
nipulating the refrigerant flou(k)]. The simu-
lated fault is a blockade of the refrigerant control
valve [n(k)=—4, k=20] and the simulated dis-

turbance is a sudden change on the reactive con-measurements-noises level.

centration[ d(k) =0.25, k= 10]. Detectability in-
dexes defined in Ref12] are p,=1 and py=1.
The matrixD defined by Eq(4) is then

—0.0517 0.0027 1 4

~| 02376 2.2865 —2.286
0.9971 —0.0517 —0.0147
s—| —-0.0517 0.0027  0.0007.
~0.0142 0.0007  0.000

The chosen filter gaiK corresponds to the steady
state Kalman gain matrix adjusted by the known
No system noises
were considered. The matrix of propagation of
faults is computed from its definitiofEq. (17)].
Thus they will take the following values:

0] . | | | |
. ot A AN

ol LA R %508 ]
20 e ;
25 | -.
30 - :
35 [
40 |
a5 L ' | |

| 10 N * 40

Time [k (min)]

Fig. 1. Estimated stateq k).
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05 ' et ent ]
00F ]
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10 4
- n@ |
-1,5 I SO d(k) N
20 1
25 .
30F -
> W
40 .
_4,5 " 1 " 1 L [ "
0 10 20 30 40
Time [k (min)]
Fig. 2. Estimated faults and disturbanag$k).
0.5050 0.0117 0.0000 from the other faults/disturbances. The resulting
K—| 0.0117 0.9980 0.0000 algorithm is a particular Kalman filter on which
' each element of the residuals vector is coupled
0.0000 0.0000 0.6180 with a given fault/abrupt disturbance but is un-
B coupled from the remaining possible faults and
0.0006 0.018 disturbances of the system. Furthermore, condi-
w=| 1.1033 1.2546, tions of stability and convergence for the filter
1 0.000 have been briefly provided. A numerical example

showed that the filter produced accurate state esti-
Numerical simulations are summarized in Figs. 1 mations and fault diagnostics.
and 2. Fig. 1 shows the estimations of the system \We have presented in this brief paper an exten-
states produced by the detection filter. Note that sjon of the observer of Liu and Si to the discrete
states were expressed as deviation variables. It caninear case with a perfectly known model. Never-
be clearly observed the effects of the disturbance theless, this is an introductory work and a number
and of the fault on the states. Nevertheless, accu-of problem areas await further research. They in-
rate and unbiased state estimations have been ob¢lude robustness to parametric uncertainty, tests
tained. Fig. 2 shows the evolution of the estimated gn slowly drifted faults/disturbance&vhich are
faults vector g,(k)=[A(k),d(k)]". It can be more difficult to detedt extension to some non-
noted that the filter showed an almost perfect iso- linear systems, and tests on real systems.
lation performance. Therefore at least in this case
where every state is measured and detectability in-
dexes arep,=1 and py=1, the filter is able to
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