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Abstract - Speech segmentation is one of the prob-
lems in speech processing area. The main techniques
that attempt to solve it are manual segmentation and
hidden Markov models alignment. In this work a
new technique based on an evolutionary algorithm
that permits to segment the speech without previous
training process is presented.

Keywords—Speech segmentation, evolutionary algo-
rithm, speech distance measurements, HMM alterna-
tives.

I. Introduction

Speech segmentation (SS) consists of the division of
an emission in different chunks according to some cri-
terion. SS is commonly used for separating speech into
phonemes, syllables or superior level units, such as words
[1], [2].

In the simplest case, the SS problem deals with finding
the accurate limits that define each segment or phonetic
unit. Each segment presents two limits or markers that
measure the times, from the beginning of the emission,
in which the beginning and the end of the segment in
question are found. An emission can have many segments
and thus the correct location of all its limits can be a
complex problem, even more so if all the speech variations
associated are considered, as generally happens in speech
related problems.

Several techniques have been used for SS. Manual seg-
mentation was the first: an expert linguist generates the
segmentation based on spectrograms, energy curves, in-
tonation and other techniques used in speech analysis.
This technique possesses the advantage that the linguist
experience assures a very good result in the segmenta-
tion. However, the costs in time and resources that this
manual process carries are the highest and makes it only
applicable to very specialized studies. The second tech-
nique applicable to segmentation comes from automatic
speech recognizers. In automatic speech recognition, the
hidden Markov models (HMM) technique currently gives
the best results [3]. Upon applying HMM to automatic
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speech recognition, there exists an implicit segmentation
process (model alignment) and, with some modifications
to reduce the computational cost of a complete recog-
nition, it is possible to use them stand-alone for SS [4].
However, the classical methods based on HMM align-
ment requires the full transcription of the speech input, in
other words, a full speech-recognition process is needed.

There are also other alternative methods performing
SS, not necessarily limited to speech processing tech-
niques but rather methods of generalized application. For
instance, neural networks [5], [6], statistical modeling [7],
and parametric filtering [8]. In any case, automatic SS
problem remains unsolved and even less in real time ap-
plications.

An important application is the segmentation of speech
databases, in this case the corresponding transcription
was generally given and fast algorithms are not necessary.
In the other hand, if the segmentation is required as part
of a process to recognize speech, obviously transcription
was not given and it is required to work in real time.
Therefore the characteristics of the suitable algorithm
depend on the final application. Different evolutionary
computation (EC) methods have offered a solution to
many problems in the last decade, mainly search and
optimization [9]. They have been applied with success to
image segmentation [10], for example. In the particular
case of this work, the objective is an EC algorithm to
solve the automatic SS problem.

II. Speech Segmentation through EC

In this section, the definition of the problem is formal-
ized and the design of the evolutionary algorithm for SS is
described. Initially speech signals, its parameterization
and the segmentation process are presented. Then the
evolutionary algorithm is defined: representation of the
individuals, fitness function, selection method and repro-
duction and its operators. Finally, some implementation
details are mentioned.

A. Speech signal and its parameterization

Let s(t) be the continuous speech signal for the real time
variable t. After a sampling process with sampling period
TS = 1/fS , the discrete time speech signal is represented
as s(nTS) or simply s(n), for the discrete time natural
variable 0 < n ≤ NS .
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If ω(n) is an analysis window defined in 0 < n ≤ Nω, it
is said to have a width NωTS . If this window is displaced
in regular intervals of time NDTS then we can define:

ωi(n) =
{

ω(n− iND) if 0 < n− iND ≤ Nω

0 otherwise,

and calling it step of the analysis window at the time
NDTS . Given the previous definitions, the independent
variable i remains bounded according to 0 < i ≤ NI

being NI = (NS −Nω)/ND + 1.
Given the transformation Ψ, the speech signal param-

eterization process is accomplished according to ci(k) =
Ψ (ωi(n)s(n)), being 0 < n ≤ NS the independent time
variable, 0 < k ≤ NK the independent variable in the
transformed domain and 0 < i ≤ NI the displacement of
the analysis window.

B. Segmentation

The segmentation process consists of the speech signal
markup according to given distinctive characteristics.
Considering the speech signal parameterization accord-
ing to the previous description, the segmentation yields
as result a set of segments Φ = {Em} with 0 < m ≤ NΦ

where each segment Em contains features vectors ci(k)
with given degree of membership. On this general def-
inition, two restrictions will be made. The first is to
consider the totally exclusive segmentation, where each
feature vector can belong to only a segment. This per-
mit to describe the membership without a membership
function associated with each feature vector. The second
restriction is that the temporary order according to the
one which the feature vectors appear in the segments can
not be inverted. The two restrictions can be expressed
together through the following equation:

ci1(k) ∈ Ej1 ∧ ci2(k) ∈ Ej2 ⇔ i1 < i2 ∀ j1 < j2

Given these restrictions then segmentation can be rep-
resented through the markers vector of the first element
of each segment φ = [Mj ] with 0 < j ≤ Nφ = NΦ + 1,
since the initial and final markers are included and fur-
thermore 1 ≤ M1 < M2 < . . . < MNφ

≤ NI + 1.
As it will be seen it is convenient to leave open the

possibility that the first marker will be greater than 1 and
the last less than NI + 1. Strictly the matrix ci(k) is not
defined in i = NI +1 but the marker for the formalization
of the fitness function will be valid.

C. Representation of individuals

The first aspect to solve in EC algorithm design is the
problem of codification in a finite alphabet. Traditionally

∆M2

Weighting function

Fixed marker

∆M1 ∆M3

Linear segmentation

Evolved markers

Time

Fig. 1. A schematic example of evolved delta-markers
from linear segmentation of speech signal. In addition,
the weighting function α(·) is shown for evolved delta-
markers.

binary strings (pure GA) have been used, but currently
more flexible data structures are being used [11], [12].

The genetic material of each individual will be a set
of segmentation markers. This codification will take as
starting point the linear segmentation of speech utter-
ance. The working hypothesis is that the number of seg-
ments Nφ (but not the transcription) of speech signal is
known in advance; later on a method to eliminate this
restriction will be discussed.

The linear partition consists of assigning the markers
of each segment according to Mj = M1+(MNφ

−M1)(j−
1)/(Nφ − 1) for 1 < j < Nφ, where the initial and final
markers need not be 1 and NI respectively. In fact, a
detector of beginning and ending of the utterance was
implemented based on the by-windows energy analysis of
s(n). This permits an important reduction of the search
space for segmentation.

From this linear segmentation the displacement of the
markers can be defined as ∆φ = [∆Mj ] with 1 < j ≤
Nφ−1, which will be used as the data structure to evolve
(see Figure 1). The displacement vector ∆φ does not in-
clude displacements for the first and last markers because
they are not important in the segmentation process and
remain fixed. The displacements for the markers ∆Mj

are integer numbers in a range determined by the max-
imum possible lengths for the segments. In the case of
phoneme segmentation, a displacement range of 50 ms is
sufficient. However, for syllable segmentation, the range
can be up to 200 ms. If the segmentation had included
the silences at the beginning and at the end of the emis-
sion, it would been have necessary to increase range up
to 1 second.

So, the genetic material of each individual will be a vec-
tor of integers (with bounded and clean-defined range).
Each integer will represent the displacement from the lin-
ear segmentation markers, excluding the first and last.

The method to obtain the markers from the informa-
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tion codified in the genetic material of each individual is
straightforward.

Some other problems related to the evolution process
itself are also solved. Since a codification of problem so-
lutions and not the solutions themselves is evolved, it is
possible that during evolution the genetic material result
in non-valid phenotypes: individual not compatible with
the life or incoherent solutions. In this particular prob-
lem and given the elected codification, the solutions can
be invalid in two cases: a) when decoding the markers
their natural order is not respected, that is to say (1) is
violated and overlaps are produced and b) when one or
more markers are outside of time limits of the speech ut-
terance. This possibility exists independently of the first
case since the initial and final markers are not evolved.

The problem can be solved in many ways [11]. For
example, it is possible to choose a codification that does
not permit these genetic mistakes after the application of
the different operators. As well, genetic operators might
not permit the generation of wrong chromosomes starting
from valid chromosomes.

A simpler technique that does not imply an important
modification in the original idea of EC is to check and
repair the gene values when they are written. In order
to check overlapping, the following inequation should be
met Mj1 < Mj2 ∀ j1 < j2, with 1 < j1, j2 < Nφ.

Checking is completed verifying that no marker is
found outside speech utterance limits, determined by the
initial and final markers. All can be summarized widen-
ing the ranges in the prior expression to: 1 ≤ j1, j2 ≤ Nφ.

D. Fitness Function

The segment characteristic vector is defined as:

ϕj(k) =
1

Aj(·)

Mj+1−1∑
i=Mj

α(·)ci(k)

where

Aj(·) =
Mj+1−1∑

i=Mj

α(·), with 0 < j < Nφ − 1

Weighting function α(·) is devised to assign different
weights to feature vectors according to their distance of
the segment limit. Weighting function can be defined, for
instance as α(d, N) = e−d/N or as a linear relationship
α(d,N) = 1 − d/N , being d the distance to the marker
and N the total number of vectors to weight (see Figure
1). Supposing the linear relationship is adopted and that
d goes from 1 until N , it can be proved that A(d, N) =∑

d 1− d/N = (N + 1)/2.

To distinguish between a segment characteristic vec-
tor weighted as previous or next to a marker, the super-
scripts ‘–’ and ‘+’ will be used, respectively. Equations
below of the characteristic vectors of a segment are pre-
sented according to their marker relative position:

ϕ−j (k) =

Mj+1−1∑
i=Mj

α(Mj+1 − i,NMj+1) ci(k)

Mj+1−1∑
i=Mj

α(Mj+1 − i, NMj+1)

and

ϕ+
j (k) =

Mj+1−1∑
i=Mj

α(i−Mj + 1, NMj+1) ci(k)

Mj+1−1∑
i=Mj

α(i−Mj + 1, NMj+1)

,

with NMj
= Mj −Mj−1 + 1.

Euclidean distance between two segments weighted
around to the marker is defined as:

δE
j =

NK∑
k=1

(
ϕ−j−1(k)− ϕ+

j (k)
)2

for 1 < j < Nφ − 1.
From this expression the fitness function is defined as

the distance of the segmentation as the average:

Γφ =
1

Nφ − 2

Nφ−1∑
j=2

δE
j

It is easy to realize with some simple examples that
this fitness function act as we expeceted.

E. Selection, Reproduction and Variation

There are several forms of performing the selection of
the progenitors. As in Nature, it is not simply a matter
of selecting the best. Individual selection is not related
directly but probabilistically to its fitness. In terms of
the search algorithm, the selection carries out the task of
concentrating the computational effort in the regions of
the space of solutions that are presented as more promis-
ing. In the evolutionary algorithm for speech segmenta-
tion (EASS) the tournament method was used. In this
method (v > 1) individual are chosen thoroughly at ran-
dom; they are made to compete by fitness and the winner
is selected. This method is one of the most widely used
due to its simple and efficient implementation.

The reproduction is the process through which the new
population is obtained starting from selected individuals
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and variation operators. Crossovers and mutations were
used in EASS. An additional variant in the reproduction
that is not extracted directly from the biological evo-
lution but that it is used with very good results is the
elitism. This strategy keeps the best individual from pre-
vious population and copies it in the new population, in-
dependently of the selection and variation. In this way,
the best solution through the generations is preserved.
This strategy permits to increase the mutations prob-
ability and thus the solutions dispersion in the search
space.

Mutation works altering gene values with a very low
probability, for example pm = 0.001. In conventional EC
the Gaussian mutation is used, where the value of a gene
is modified according to Gauss density probability func-
tion. A comparative review and combination of different
mutation methods are dealt with in [13]. In EASS, for
the selected individual a random chosen gene is mutated
through the following equation:

∆Mj∗,G+1 = ∆Mj∗,G + R U(−1, 1),

where j∗ is the chosen gene for the mutation, G is the
current generation number and R give the range in which
the alteration is produced. The function U(a, b) returns
a real at random between a and b with an uniform distri-
bution. The mutation is applied to each individual with
probability pm. If the probability were applied on each
chromosome gene of all the individuals, it would be dif-
ferent. Strictly, this would be a probability of individual
mutation and not a gene mutation probability.

The crossover is an operator that acts on two chro-
mosomes to obtain other two. For EASS, two-point
crossover is used. Crossover points are chosen at ran-
dom but both chromosomes are cut in the same places.
This ensures that chromosome length is kept after the
crossover. However, as it was mentioned previously, it
would be of interest for real time applications to have
chromosomes with different number of segments and thus
to choose a different point of crossover for each chromo-
somes.

F. Implementation details

All the programs were compiled with GNU C++, version
egcs-2.90.29. The EO evolutionary computation toolkit1

was used by subclassing. Speech signal processing rou-
tines were taken from ToFy function library2, imple-
mented for this purpose.

1http://geneura.ugr.es/∼jmerelo/EO.html
2http://docentes.fi.uner.edu.ar/dhm/download/

III. Results

Tests are split into two parts. In the first place are
the tests that tend to show the most important charac-
teristics of the algorithm. This is accomplished through
a sequence of artificially created signals that contains in-
formation that results in an obvious segmentation. The
second tests were performed on real speech files and the
results are compared with a manual segmentation pro-
cess and the segmentation accomplished by HMM in a
speech recognition process. For all experiments a maxi-
mum number of generations of 500 was used.

A. Noise and harmonic

Noise and harmonic signal (N&H) of 1 second composed
by mixed portions of silence, white noise and a 1000 Hz
sine wave was generated. For this test file the EASS
was applied with the parameters shown in first column
of Table I.

TABLE I

Parameters used in experiments: where N is the

number of individuals, GR is the gene range in ms, pc

is the crossover rate, pm is the mutation rate.

Experiments → N&H Syllables Words
N 10 200 200
GR [ms] 400 100 250
NωTS [ms] 8 16 16
NDTS [ms] 8 16 16
pc 0.5 0.5 0.5
pm 0.5 0.5 0.5
Elitism yes yes yes

Figure 2 shows the resultant segmentation. These first
results were attempted to emphasize some characteristic
of the method and its elemental operation. The noise
and harmonic signal are easily segmented, with a small
computational load.

Moreover, as Table I shows, a minimal population is
used. Although a toy example, this is even unusual in
EC methods making the search nearest to the one ac-
complished by a gradient search method.

B. Speech Segmentation

In SS case, sentences from Albayzin [14] database are
used. Several tests were run on speech utterances and
the results always for the same file, with the objective of
facilitating the analysis, are shown here.

In second column of Table I EASS parameters used in
the first example of SS are shown.
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Fig. 2. Result of segmentation for “noise and harmonic”
signal. The bottom half lines indicate the ideal segmen-
tation while those of upper half indicate the segmentation
accomplished by EASS. The rhombs ♦ indicate the linear
segmentation.

As many segments as syllables in the phrase were re-
quired. In Figure 3 the syllable segmentation result is
observed. In several tests the convergence was obtained
before 100 generations (∼17,2 seconds). However, a top
number of 500 generations (∼86 seconds), are used in the
following tests.

In the same graph (Figure 3) are observed the manual
segmentation and the HMM segmentation as references.
The manual segmentation was accomplished through en-
ergy and spectrogram analysis. The segmentation by
HMM was obtained through continuous density mod-
els with 5 states for the phoneme and the silence (only
3 emitting) and 3 states for the short silence between
words (1 emitting state). The parameterization used was
mel cepstrum with delta, energy and elimination of aver-
age cepstral (a total of 26 parameters) [3]. The analysis
window was 25 ms and the step of the analysis 10 ms,
with Hamming window and pre-emphasis. The training
is accomplished with 202 words in 600 extracted phrases
from the Albaizin database. During the alignment of
the models (to obtain the segmentation) is used a bi-
grammar with 206 nodes and 1137 arcs computed from
all database.

The EASS parameters used in the second SS example
are shown in third column of Table I. That is to say,
only the range of the genes was modified, widening it to
almost be able to include all the words. However, the
exigency of quantity of segments according to syllable
segmentation was kept. In Figure 4 it can be seen that

Fig. 3. Result of the syllable speech segmentation for the
utterance /¿Cómo se llama el mar que baña Valencia?/
(What is the name of the sea that washes Valencia?). The
bottom half lines indicate the ideal segmentation while
top half lines indicate the segmentation accomplished by
EASS. The short lines in the center indicate the syllable
segmentation through HMM.

the method tends to accomplish word segmentation.
In the syllables segmentation case (Figure 3) the mark-

ers found by the EASS segmentation coincide almost ex-
actly (considering the analysis window size used) with
the manual syllable segmentation markers and those of
HMM. However, it can be seen that a mistake by omis-
sion is in the first syllable and one by insertion in the
next-to-last.

In the segmentation of the Figure 4 it can be seen how
the results are strongly modified by gene range choice.
Guided by the typical lengths of the segments to find
(syllables or words), the gene ranges can be selected.
However, in speech, there are words that can be one syl-
lable long (and to a phoneme, in some cases) and in the
same way, many syllables can be a whole word long. This
can be the weakest point of the method since other infor-
mation relative to the valid words, the context and the
grammar, as in the HMM case, is not used.

When tests were accomplished with the fast Fourier
transform parameterization [3], the influence of energy
conditioning the markers position, was observed. In this
case, the markers were located in the maximums of sig-
nal energy variations, not segmenting syllables but rather
delimiting vowels. This influence of signal energy for mel
cepstrum parameterization, though in a minor degree,
also was observed. However, energy is a good inter-words
silence indicator. The tests done with linear prediction
coefficients [3] do not differ much of the accomplished
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Fig. 4. Upon increasing the allele range (250 ms) the seg-
mentation, that by the number of segments would have
to be syllable, now tends be by words. The utterance is
the same as in Figure 3.

with mel cepstrum but the computation of linear predic-
tion coefficients is somewhat more slow.

IV. Discussion and Conclusions

A distinctive characteristic of the EASS method is that
only one parameter determines its behavior as word or
syllable SS: the gene range. Better results (and more
easily interpretable) are obtained when a number of seg-
ments equal to the real speech segments are used. Be-
sides, this dependency behavior with the range offers
good perspectives for the implementation of the method
with variable length chromosomes. This is not a com-
plex technique but has the inconvenient of increasing the
search space. The restriction of having to know the num-
ber of segments does not permit the application of the
method to real-time SS. However, the segmentation of
speech database, with known transcriptions, is an im-
portant application and this method is totally applicable
to them. For real-time segmentation it would be neces-
sary to work with variable length chromosomes (or other
blind alternatives).

Other particularity of EASS method is that there is
no training phase, neither parameters are stored for its
subsequent utilization during the segmentation. Even
though this causes the method to work with very little
previous information on the task to accomplish, also en-
dows it with robustness and flexibility, taking maximum
advantage of the self-adaptive characteristic of EC algo-
rithms.

In this first version of algorithm, several possibili-

ties are left open to perform different improvements re-
lated to the evolution as well as in the signal processing,
that is not necessarily restricted to speech. Some issues
remains unexplored like the evaluation of better real-
parameter recombination operators that should cause a
better search. It is well known that performance of SS
algorithms decay abruptly in the presence of noise, so an-
other important issue to take into account is the evalua-
tion of EASS robustness, and the neccesary modifications
to improve its robustness. At this time we are performing
a complete comparative study between EASS and more
traditional approaches over an entire speech database.
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[14] Casacuberta F., Garćıa R., Llisterri J. Nadeu C., Prado J.
M. and Rubio A., “Development of a Spanish Corpora for the
Speech Research”, Workshop on International Co-operation
and Standardisation of Speech Databases and Speech I/O
Assessment Methods, CEC DGXIII, ESCA and ESPRIT
PROJECT 2589 “SAM”, Chiavari, pp. 26-28, Sep. 1991.

si
nc

(i
) 

L
ab

or
at

or
y 

fo
r 

Si
gn

al
s 

an
d 

C
om

pu
ta

tio
na

l I
nt

el
lig

en
ce

 (
ht

tp
://

fi
ch

.u
nl

.e
du

.a
r/

si
nc

)
D

. H
. M

ilo
ne

, J
. J

. M
er

el
o 

&
 H

. L
. R

uf
in

er
; "

E
vo

lu
tio

na
ry

 A
lg

or
ith

m
 f

or
 S

pe
ec

h 
Se

gm
en

ta
tio

n"
Pr

oc
ee

di
ng

s 
of

 th
e 

20
02

 I
E

E
E

 W
or

ld
 C

on
gr

es
s 

on
 C

om
pu

ta
tio

na
l I

nt
el

lig
en

ce
. p

p.
 7

41
-7

44
, M

ay
, 2

00
2.


