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ABSTRACT 

In the present paper the method of Basis Pursuit with an 
overcomplete dictionary is applied to a set of phonemes 
chosen from the TIMIT database. Emphasis is placed 
on an analysis of the sparseness of the representation, 
and its relation to the preservation of the important 
acoustic cues for the phoneme group. A comparison 
with other methods, such as Method of Frames, 
Matching Pursuit and Best Orthogonal Basis is also 
given. 
 
Keywords: Basis Pursuit, Sparse representations, 
Speech Analysis. 
 

1. INTRODUCTION 

In recent years a large number of papers have been 
devoted to the study of different ways of representing 
signals using dictionaries of appropriate functions [1-8]. 
A dictionary D is just a collection of parameterized 
waveforms (φγ)γ∈Γ, and a representation of the signal s 
in terms of D is usually a decomposition of the form: 
 

s =�
Γ∈γ

γγφa      (1) 

 
Some commonly used dictionaries are the traditional 
Fourier sinusoids (frequency dictionaries), Dirac 
functions, Wavelets (time-scale dictionaries), Gabor 
functions (time-frequency dictionaries), or 
combinations of these.  
 
Different methods, such as Method of Frames (MOF) 
[1], Matching Pursuit (MP) [2], Best Orthogonal Basis 
(BOB) [3] and Basis Pursuit (BP) [4], have been 
proposed for obtaining a decomposition. An important 
criterion for choosing a method consists in obtaining a 
sparse representation of the signal. This means that one 
would like only a 'few' of the coefficients, aγ in (1), to 
be different from zero.  
 
In [4], Chen et al propose a method, called Basis 
Pursuit, which is designed to produce such a sparse 
representation. They phrase the problem of finding a 
suitable representation as one of optimization with 
respect to the l1 norm. More precisely, if the signal s 
has length n and there are p waveforms in the 
dictionary, then the problem to solve is: 
 

min ||a||1 subject to Φa = s  (2) 
 

where a is a vector in ℜn representing the coefficients 
and Φ is a p x n matrix giving the values of the p 
waveforms in the dictionary.  
 
This problem can be converted to a standard linear 
program (with only positive coefficients) by making the 
substitution a  ←  [u, v] and solving (c.f. [4]): 
 
min 1T[u, v] subject to [Φ,-Φ][u, v] =  s,  0 ≤ u, v   (3) 
 
This formulation can be solved efficiently and exactly 
with interior point linear programming methods. 
 
Chen et al give a number of artificial examples showing 
the benefits of their method, in terms of sparsity and 
super-resolution, compared to the corresponding 
representations found by MOF, MP and BOB. However 
a systematic study of the technique of Basis Pursuit 
applied to 'real world' data does not seem to have been 
conducted.  
 
In the present paper this investigation is extended to the 
field of speech signals. Different speech signals present 
both highly transient and stationary behavior, so the use 
of the above approach is attractive in allowing the 
waveforms in a dictionary to adapt to the particular 
signal under consideration and thereby extracting the 
relevant features. The possibility of super-resolution 
and sparsity also presents advantages over traditional 
representations, such as Fourier.  
 
A preliminary study of BP is conducted using a set of 
phonemes chosen from the TIMIT database. It includes 
vowels and consonants which exhibit these transient 
and stationary characteristics. The representations 
obtained from the of BP, MP, BOB and MOF are 
compared. Further the effect of choosing the most 
important coefficients, in terms of their numerical 
value, is studied with regard to the quality of the new 
signal obtained. 
 
The paper is organized as follows: in the following 
section the data and dictionary are described, results are 
then presented and finally a short discussion and 
conclusions are given. 
 

2. THE DATA AND DICTIONARY 

The experiments conducted in this paper used the 
following set of phonemes: 
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Figure 1: Comparison of different representations  for phoneme 

/b/: I) BP, II) MP, III) BOB, IV) MOF,  (a) Phase Plane, (b) 
Sonogram, (c) Coefficients. 

 

/eh/, /ih/, /b/, /d/, /p/, /t/, /f/, /s/ 
 
corresponding to the speaker in the region 
\timit\train\dr1\fcjf0\. The choice was based on 
selecting a set of phonemes most representative of the 
classes of vowels, voiced and unvoiced stops, and 
fricatives. Each phoneme was extracted according to 
the phonetic labeling given in TIMIT, and its length 
was adjusted to be equal to a power of two, as required 
by the algorithms, by truncating or including a part of 
the following phoneme. This resulted in signals which 
varied between 1024 and 2048 samples. The signals 
retained their original sampling frequency of 16 KHz. 
 
The same overcomplete dictionary was used for all the 
experiments, and consisted of the wavelet packet 
dictionary (of depth 11 or 12 depending on the signals 
length) based on Symmlets with 8 vanishing moments. 
 

3. RESULTS 

BP, MP, BOB and MOF were applied to all the 
phonemes using the Atomizer software developed by 
Chen.  
 
Figure 1 shows the representations obtained using the 
different methods applied to the phoneme /b/. The  
phase plane, sonogram and coefficients are given for 
each. Figure 2 shows the same using BP applied to the 
phoneme /s/. 
 
Figure 3 gives the original and reconstructed signal for 
the phoneme /p/ using the 15 most significant 
coefficients found with BP. The corresponding 
waveforms from the dictionary are also shown. 
 
Figure 4 illustrates the mean square error (MSE) 
obtained for each phoneme and applying each method 
using the 15 most significant waveforms in each case. 
 
Table 1 gives the percentage of coefficients left after 
thresholding with 5% of the maximum absolute value. 
 

 
Figure 2: BP Representation of /s/ phoneme. 
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4. DISCUSSION AND CONCLUSIONS 

In the present paper BP was applied to a set of 
phonemes chosen from TIMIT using an overcomplete 
dictionary. The methods of MOF, MP and BOB were 
also used for comparison. 
 
In traditional representations of speech signals, such as 
Figure 5b for the phoneme /p/, there is a compromise 
between simultaneous time–frequency resolution. This 
can hide the important acoustic cues present in the 
speech signal. This is contrasted with 5a, given using 
BP, where it can be seen that a much better resolution 
for time-frequency events is obtained. This seems to 
hold true also for the other phonemes used in the paper. 
It should be noted that the localization depends on the 
waveforms chosen for the particular dictionary. In the 
case of this paper a highly overcomplete dictionary was 
used. 
 
Figure 1 and Table 1 suggest that the methods of BP, 
MP and BOB give sufficiently sparse representations of 
the phoneme signals. This is not the case for MOF, as is 
to be expected. Both BP and MP achieve good 
localization of the acoustic cues in Figure 1, which are 
related to the duration of the phoneme /b/ and its voiced 
characteristics. It should be noted that MP was used 
with an option to select only up to the first 1000 
waveforms; this imposed a sparseness restriction on the 
results found with it. 
 
Figure 2 shows the case of phoneme /s/, which has a 
relative uniform frequency content. In this case a non-
sparse representation is obtained by all the methods. 
This is similar to the case of /f/. 
 
Figure 3 shows that for the phoneme /p/, the 15 most 
significant waveforms are able to capture the acoustic 
cues of  the original signal adequately. It is interesting 
to observe the 15 waveforms found, also shown in 
Figure 3. Figure 4 gives a comparative study of the 
MSE obtained for all phonemes and all methods. BP, 
MP and BOB are comparable in terms of their 
approximation accuracy. 
 
This preliminary study of BP applied to the field of 
speech signals shows possible advantages of the method 
over traditional approaches. These advantages present 
themselves in terms of the adequate localization of 
acoustic cues, obtained using a generally sparse 
representation. It is necessary to understand the effect 
of the choice of dictionary on the acoustic cues for 
speech signals. It is interesting to observe that the 
methods used in [5,6] also choose the waveforms. 
 

5. ACKNOWLEDGMENTS 

The first three authors wish to thank CONACYT for 
financing this research under Proyecto 31929-A. and 
the last author wish to thank Universidad Nacional de 
Entre Ríos for its support. 
 

 
 
 

 
 
 

 
 

Figure 3: Reconstruction by means of the first 15 BP most 
important atoms for phoneme /p/: (a) Original Signal, (b) 

Aproximation, (c) Atoms and coefficient values used in the 
aproximation.  
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Figure 4: MSE Reconstruction with 15 atoms 

 
 
 
 
 

M
SE

 

(a)

(b)

(c)

si
nc

(i
) 

L
ab

or
at

or
y 

fo
r 

Si
gn

al
s 

an
d 

C
om

pu
ta

tio
na

l I
nt

el
lig

en
ce

 (
ht

tp
://

fi
ch

.u
nl

.e
du

.a
r/

si
nc

)
H

. L
. R

uf
in

er
, J

. G
od

da
rd

, A
. E

. M
ar

tín
ez

 &
 F

. M
. M

ar
tín

ez
; "

B
as

is
 P

ur
su

it 
ap

pl
ie

d 
to

 S
pe

ec
h 

Si
gn

al
s"

Pr
oc

ee
di

ng
s 

of
 th

e 
5t

h 
W

or
ld

 M
ul

ti-
C

on
fe

re
nc

e 
on

 S
ys

te
m

ic
s,

 C
yb

er
ne

tic
s 

an
d 

In
fo

rm
at

ic
s 

(S
C

I 
20

01
) 

an
d 

th
e 

7t
h 

In
te

rn
at

io
na

l C
on

fe
re

nc
e 

on
 I

nf
or

m
at

io
n 

Sy
st

em
s 

A
na

ly
si

s 
an

d 
Sy

nt
he

si
s 

(I
SA

S 
20

01
).

 J
ul

,
ul

, 2
00

1.



 

 

 
 

Phoneme BP MP BOB MOF 

/eh/ 0.501 0.529 0.574 14.880 
/ih/ 0.417 0.586 0.559 14.190 
/b/ 0.423 0.370 0.533 11.690 
/d/ 0.515 0.497 0.630 20.810 
/p/ 1.713 1.651 2.228 32.420 
/t/ 1.546 1.306 1.758 27.640 
/f/ 2.120 1.851 2.201 34.230 
/s/ 3.715 2.897 3.984 59.770 

Mean 1.369 1.211 1.558 26.954 
 

Table 1: Sparseness of the representation 

 
 

 

Figure 5: Sonogram and spectrogram of phoneme /p/, (a) 
Spectrogram, (b) Sonogram, (c) Coefficients. 
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