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Abstract - The present work consists on the use of Delta 
Cepstra Coeficients in Me1 scale, Wavelet and Wavelet 
Packets Transforms to feed a system for automatic 
speaker identification based on neural networks. 
Different alternatives are tested for the classifier based 
on neural nets, being achieved very good performance 
for closed groups of speakers in a text independent form. 
When a single neural net is used for al1 the speakers, the 
results decay abruptly when increasing the number of 
speakers to identify. This takes to implement, a system 
where there is one neural net for each speaker, which 
provided excellent results, compared with the opposing 
ones in the bibliography using other methods. This 
classifier structure possesses other advantages, for 
example, add a new speaker to the system only requires 
to train a net for the speaker in question, in contrast 
with a system where the classifier is formed by a single 
great net, which should be in general trained completely 
again. 
Keywords - Speaker Identification, Voice Analysis, Me1 
Cepstrum, Wavelet, Wavelet Packets, Neural Networks 

1. INTRODUCTION 

The voice signal has different levels of information. Firstly, 
it canies the words or messages, but in a secondary level, 
the signal also takes information about the speaker's 
identity. While the area of the automatic speech recognition 
is relative to the extraction of the linguistic message in a 
sentence, the area of the speaker's recognition is concerning 
with the extraction of the identity of a person [l]. 
The automatic recognition of the speech is a multidisciplinar 
field with special linking to computer science and, inside 
her and in a special way, to pattem recognition and artificial 
intelligence [2]. 
According to the sentences used in the speaker's recognition, 
this it is generally divided in two classes: (1) dependent of 
the text and (2) independent of the text [2]. Another 
division possible of the speaker's identification, it is as soon 
as if it is a problem of closed group or a problem of open 
group. 
The problem of the speaker's identification can be divided in 
two components: speech analysis and classification. - 

Artificial Neural Networks (ANN) are excellent 
classification systems and they specialize in working with 

noisy, incomplete, overlapped data, etc. The problem of the 
speaker's identification is a task of classification of data that 
has al1 these characteristics, making the ANN an attractive 
altemative to the descripted approach. 

2. MATERIAL AND METHODS 

2.1 About the data 
Voice signal for identification experiments were obtained 
from TIMIT continuous speech corpus [4]. This database 
has been made in combined form by Texas Instruments (TI) 
and the Massachusetts Institute of Technology (MIT). It is 
one of the multi-speaker databases more employed in the 
field of the Automatic Continuous Speech Recognition 
(ACSR) to be the biggest, complete and better documented 
of its type. It should be observed that, for our work, the 
original separation of the sentences of TIMIT in training and 
test it is not valid, since the speakers of one and another are 
different. So we decided to take three of each four 
sentences, for each speaker, to train and the remaining one 
for test. This division diminishes the quantity of sentences to 
train. Also, we only work with the group of labeled 
sentences for training in the original TIMIT division, since 
this presents more sentences per speaker. 
Where the opposite is not indicated, records were used of 
feminine speakers of the same region, that in our case 
increases the degree of difficulty of the recognition task. 

2.2 Signal Processing 
In speech recognition, the main objective of the acoustic 
processing module is to extract characteristic that are 
invariant to the speaker and the channel of transmission of 
the signal, and that are representative of the content of the 
lexicon. On the other hand, the speaker's identification 
requires the extraction of charactenstic related with the 
speaker, which are independent of the pronounced words. 
Such characteristics include properties related with the 
spectral envelope (such as the average position of the 
formants in some vowels) or average ranges of the 
fundamental frequency. Unfortunately, since these 
characteristics frequently are difficult to estimate, the 
current systems use acoustic parameters that have been 
developed to be used in speech recognition. In general, 
characteristic based on some type of short time spectral 
estimation are used . 
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