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- COMPUTERS IN MEDICINE

THE ANALYSIS OF FACIAL PROFILES

J.C.Campos !, A.D Linney ' and J.P.Moss ?
Department of 'Medical Physics and Orthodontics, University College London,
1st floor Shropshire House, 11-20 Capper Street, London WCIE 6A, England.

{Introduction] The description of the face has, over the past few years, been an iniensive topic of research receiving considreable atiention
in arcas such as psychology, biostereometry, pattem recognition, forensic science, orthodontics and computer vision. In the case of clinical
analysisof facial form, increasing iportance has been attached 1o the ability of orthodontic and surgical planning methods to provide a prediction
in terms of facial appearance, considering its vital importance to patients undergoing facial surgery. Landmarks play an important role in
segmenting the profile as a pre-cursor for analysis and an automatic method is thought 10 bjectivity inh in this p so that
quantitative analysis has a high repeatability. The work presenied here has the aim of producing an objective method of identifying landmarks
10 segment the human profile into regions of interest to the clinicians(e.g. nose, chin, ic.), for the purposes of assessing changes in the profile
due to surgery or growth. We are primayily interested not somuch in relanve movements of landmarks as in the changes in shape of the scgments
between the landmarks.

[Materiat and Methods) The approach adopted on this work combines the aspects of: the well recognized importance of curvature variation
along the contour, the view of curvature as a result of processes acling on the shape, use of crileria that involve metric information extracted
from curvature analysis and the use of contour segments bounded by perceptually relevent points(e.g. inflection and extremal points). The
method uses Scale Space techniques, extensively explored in the fields of digital image and signal processing. These make use of filtering the
signal across a continuum of scales by applying Gaussian filters and then tracking the extremal points and their derivatives as they move wit.h
scale changes, allowing the curvature values to be computed. The result is a description calted Curvature Scale Space Image(CSS1), which is
independent of profile orientation. The CSS1 may be reduce o0 a simple interval tree representing a qualitative description of the proﬁ!c
simultancoulsy at all scales. This description is then used t automatically identify and localize features in the facial profile. A difference metric
is then derived using the following techniques: bending energy, spatial differences and curvature values. A medical graphics workstation is
used for data analysis allowing the definition and extraction of a number of arbritrary sections(sets of x-y coordinate points) from a three
dimensional model of the face generated from facial surface data. The data used in the analysis consited of mid-line facial profiles representing
the pre and post-treatment states of a patient following surgery to the middle third of the face.

{Results] The results show the automatic segmentation of the profiles on a series of ¢ight convex and concave curves corresponding to: soft
tissue nasion, nose, nasio-labial fold, upper lip, mouth, lower lip, labio-mental fold and chin. The curvature value for each poml along the profile
is plotted against the path length and are used 1o quantify the changes occurred. The bending energy is used to exp the seg!

has been elongated or compressed. o .
[Conclusion] The idea of scgmenting the profile using scale space techniques proved to be efficient as it avoids the problems of identification
of landmarks by using mathematically constructed points. The reproducibility of this method was tested by repeat recordingandmeasuremmtgs
on several separet occasions. Although the contours in the CSSI may vary, the segments can always be identificd. The curvaturc values within
the segment gives a valuable shape description corresponding to the clinical perception of the profile.
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| Introduction | The usc of ncural nctworks for specch recognition was fundamentally oriented towards stationany patterns. To
deal with the dynamic aspects of speech signal. the use of Time Delay Neural Network (TDNN) that takes simultancous
mformation of diffcrent instants was proposed. The good usc of this feature depends strongly on how adequately these events
can be presented to the network  In particular. the Discrete Wavelet Transform (DWT) is of interest for the analysis of non-
stationary signals. because it provides an alternative to the classical Short Time Fourier Transform (STFT)

This paper studies the performance of analysis through DWT of specch signal against the STFT. By performance. in this
context. we means the quality of preprocessing that makes the important characteristics of voice signal evident in order to achicve
its automatics recognition-through a TDNN. This unpro\ ement is scen as a decrease in training times or an increase in the
recognition rate

| Analysis Technique and Methods | As a recognition task. the spcaker-dependent recognition of lhﬂ. diphoncs ‘b, ‘dc’ and | ge’
was chosen Two training cxperiments on the same data have been prepared. Half of the data was uscd for training and the other
half for validation. In the first casc an FFT of 256 points with 20 ms Hamming window and 10 ms overlap werc used as a
preprocessing block. The quantity of points was chosen to obtain no morc than 128 cocfficients since this makes the network
structurc more complex These results were compared with the DWT. with the same guantity of cocfficients. We have considered
the special casc in which the basic functions arc cubic polynomial splines. The network siructure was the same in both
cxperiments and they were trained through the backpropagation algorithm in identical situations.

{ Results | Onc of thc major drawbacks is thc TDNN training times. According to preliminary results bascd on this reduced st
of training scquences that included the diphones mentioned. a better performance of the Wavclet approach of about a 10% in the
recognition rate for the same number of training cycles could be obscrved. aficr the stabilization of conncction weights.

| Conclusions | The TDNNs has proved to bee cfficient in speech recognition duc to their ability to identify: refationships among
ncar transitory cvents. This is ostensibly improved with the usc of preprocessing techniques oriented to the analysis of transitory
signals such as thc DWT in contrast to the classics techniques. To make a more complete asscssment of the characteristics and
advantages of the DWT for this typc of tasks. it would be necessan to ncrease the quantity of traiming data and training cyvcles
as wcll as to usc diphonces with a different transitory evolution
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[ Introduction ] The harmonic nature of the sound and the characteristics of the source of stimulus of
the human speech production system lead us to think that these aspects should be analyzed in the
frequency domain. But the voice signal is the product of a complex generative process whose
parameters vary in time in a continuos form. For example, the particular movement of a formant in
time is an important cue for identifying a voice stop. This fact reveals that it is necessary to relate
temporal events represented in terms of frequency features.

The use of neural networks for speech recognition was fundamentally oriented towards stationary
patterns. To deal with the dynamic aspects of speech signal, the use of Time Delay Neural Network
(TDNN) that takes simultaneous information of different instants was proposed [1, 2]. This type of
neural net allows to discover acoustic-phonetic features and their time relationships. The good use of
this feature depends strongly on how adequately these events can be presented to the network. The
TDNN learns decision surfaces automatically using error backpropagation. The morphology of the
solution space and the separability of the classes are fundamentally important in order to decrease
training time.

This paper studies the performance of analysis through Discrete Wavelet Transform (DWT) of speech
signal against the Short Time Fourier Transform (STFT). By performance, in this context, we means
the quality of preprocessing that makes the important characteristics of voice signal evident in order to
achieve its automatics recognition through a TDNN. This improvement is seen as a decrease in training
times or an increase in the recognition rate.

[ Analysis Technique and Methods ] Historically, digital processing of voice signals for coding,
synthesis or recognition has been based on the adaptation of long term signal processing techniques to
the analysis of nonstationary characteristics through the concept the short time analysis. Such is the
case of the Fourier Transform and its STFT version, which, together with the Short Time Linear
Prediction Coding (STLPC) analysis, have been widely applied in speech processing. In spite of the
good results achieved, this type the analysis has not been originally thought for this type of task. That
is why it is expected that better results will bee achieved using techniques specifically designed to deal
with the transient aspects of the signal.

In particular, the Wavelet Transform (WT) is of interest for the analysis of non-stationary signals,
because it provides an alternative to the classical STFT or to the Gabor Transform. The basic
difference is as follows: in contrast to the STFT, which uses a single analysis window, the WT uses
short windows at high frequencies and long windows at short frequencies. The wavelet decomposition
of a continuous-time signal g(x) is an expansion of the form

g(X) - ;édm(k) W(Z_ix_ k)

where the basis functions are generated by dilatation and translation of a single prototype y(x). The
wavelet function y(x) must satisfy certain properties: there must exists a linear one-to-one mapping
between a function g(x) € L2(R) and its wavelet coefficients {d(i)(k), (i,k) e Z2}; this mapping
defines the discrete wavelet transform. We have considered the special case in which the basic
functions are cubic polynomial splines and we have used Fast computational algorithms [3, 4].

The discrete wavelet representation has a number of attractive features that have contributed to its
recent growth in popularity among mathematicians and signal processors. First, its hierarchical
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decomposition that enables the characterization of signal over scale (multiresolution analysis) [5].
Second, the wavelet transform is in essence a subband signal decomposition; in fact it is closely
related to a variety of multirate decomposition techniques [6]. Finally, there is a fast wavelet transform
algorithm. All these features have led us to the use of the multiresolution analysis as a preprocessing
technique for the recognition of diphones through a neuronal network.
The performance of the system was assessed using TDNN. As a recognition task, the speaker-
dependent recognition of the diphones 'be’, 'de’ and 'ge’ was chosen. Two training experiments on the
same data have been prepared. The emissions of one male speaker who pronounced each diphone 20
times at different moments were digitized totaling 60 emissions taken at 12 KHz, 16 bits. Half of the
data was used for training and the other half for validation. In the first case an FFT of 256 points with
20 ms Hamming window and 10 ms overlap were used as a preprocessing block. The quantity of points
was chosen to obtain no more than 128 coefficients since this makes the network structure more
complex. These results were compared with the DWT, with the same quantity of coefficients. The
network structure was the same in both experiments and they were trained through the backpropagation
algorithm in identical situations. Each network output node correspond to each of the training
diphones.
[ Results ] One of the major drawbacks is the TDNN training times. According to preliminary results
based on this reduced set of training sequences that included the diphones mentioned, a better
performance of the Wavelet approach of about a 10% in the recognition rate for the same number of
training cycles could be observed, after the stabilization of connection weights.
[ Conclusions ] The TDNNs has proved to bee efficient in speech recognition due to their ability to
identify relationships among near transitory events. This is ostensibly improved with the use of
preprocessing techniques oriented to the analysis of transitory signals such as the wavelet transform in
contrast to the classics techniques. To make a more complete assessment of the characteristics and
advantages of the WT for this type of tasks, it would be necessary to increase the quantity of training
data and training cycles as well as to use diphones with a different transitory evolution.
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