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Abstract. Brain-computer interfaces are a novel tool to implement
neurorehabilitation therapies in people with motor disabilities. One of the most
used paradigms in neurorehabilitation is the one based on the
electroencephalogram. During the execution or attempted execution of a
movement, a decrease in sensorimotor rhythms occurs in the contralateral
hemisphere known as event-related desynchronization (ERD). Power spectral
density is widely used in the literature to detect ERD, under the assumption that
SMRs are rhythmically sustained oscillations. A recent theory suggests that
neural oscillations can be represented as rhythmically sustained oscillations
with dynamic amplitude or also as bursts without underlying rhythmicity. This
allows the use of the wavelet transform, in particular the discrete dyadic
wavelet transform (DDWT), which has a representation through compact
support functions that allows highlighting localized frequency characteristics of
a signal. In this work, the performance of different DDWT-based feature
extraction strategies and denoising techniques were compared in order to
improve the performance of ERD detection of SMR. The DDWT with the
bior2.8 wavelet and a polynomial SVM classifier yielded the best performance,
achieving a high true positive rate. However, the overall accuracy did not match
the favorable results. To address this limitation, future research incorporating
data augmentation techniques and feature selection algorithms are proposed to
reduce the dimensionality of the data.

Keywords: Wavelet transform, DDWT, BCI, ERD.

1 Introduction

Brain Computer Interfaces (BCI) are a novel tool to implement neurorehabilitation
therapies in people with motor disabilities. By decoding brain activity, BCIs can
interpret user intentions and generate corresponding outputs [1]. One of the most used
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paradigms in neurorehabilitation is the one based on electroencephalogram (EEG),
whose recording is done in the central area located on the sensorimotor cerebral
cortex. During the execution or attempted execution of a movement, there is a
decrease in sensorimotor rhythms (SMR) in the contralateral hemisphere known as
event related desynchronization (ERD).

Power Spectral Density (PSD) is widely used in the literature for detecting ERD of
SMRs [2], this assumes that the SMRs are rhythmically sustained oscillations.
However, a recent theory has emerged suggesting that neural oscillations, which
include SMRs, can also be represented as rhythmically sustained oscillation with
amplitude dynamics and as burst-events with no underlying rhythmicity, see Fig. 1.
The “bursting” interpretation comes with far-reaching implications, but its importance
depends on its being an accurate reflection of physiology measures [3].

Fig. 1. Types of neural oscillations: (1) Rhythmically sustained oscillation without
amplitude dynamics, (2) Rhythmically sustained oscillation with amplitude dynamics,
(3) Burst-events with no underlying rhythmicity. (a) without noise and (b) with noise.
Adapted from [3].

This makes us suppose that a representation of the signal using elements of short
duration, and with a defined temporal location, would allow a better representation of
the signal. Wavelet representation has a compact support that allows highlighting
localized characteristics of a signal, such as those shown in Fig. 1 (2.a) and (3.a) in
the time-frequency plane. This uses windows of different sizes, so that high
frequencies are evaluated in the shorter window and low frequencies in the longer
window. Therefore, it provides a flexible framework, from which it is possible to
compactly represent different characteristics of the signal. [4]. In particular, the
discrete dyadic wavelet transform (DDWT) is one of the most commonly used
methods to generate orthogonal bases from the wavelet transform, due to its simple
and inexpensive computational implementation.

The aim of this work was to analyze and compare extracting features strategies
based on DDWT, using different wavelet mother functions and denoising techniques,
in order to improve the performance of ERD detection of SMRs.
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2 Methods

2.1 EEG dataset

The dataset used in this work was obtained from the Center for Neuromuscular and
Sensory Rehabilitation and Research Engineering (CIRINS) at the Faculty of
Engineering of the National University of Entre Ríos. The dataset comprised EEG
signals from six volunteers without neurological or cognitive sequelae. The signals
were recorded using the IM-tention software with a sampling frequency of 250 Hz
and five recording channels in a monopolar configuration [5]. The electrodes were
located at C3, Pz, C4, Fz and Cz; the ground and reference electrodes were placed at
A1 and A2 respectively. For EEG signals preprocessing, a 2nd order bandpass
Butterworth filter (1-40 Hz) and a notch filter to reject power line frequency of 50 Hz
were used. To emphasize localized activity on the Cz electrode, a Laplacian spatial
filter was used[1].

Fig. 2. Electrodes used in the EEG dataset.

Considering the stages needed in order to use a BCI, records were obtained in the
calibration stage (calibration recordings) and in the closed-loop stage (online
recordings). In the calibration recordings, visual cues (arrows presented on a monitor)
were used to indicate which foot the volunteer should move (right or left) as well as
when it should be at rest (pause sign). These visual instructions were randomly
repeated 10 times for each foot during each series of recordings. Three series of EEG
recordings were conducted for each volunteer. Then, temporal patterns were formed
by segmenting the EEG signals using temporal marks that identified the appearance
time of the visual cue. This process defined intervals corresponding to movement and
rest, as illustrated in Fig. 3. The 500 msec following the visual cue were discarded,
and the subsequent 2 s were considered as the interval during which the subject
performed the movement. Similarly, the 500 msec preceding the cue were discarded
and the 2 s prior were considered as the rest interval.
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Fig. 3. EEG signal segmentation.

In the case of online recordings, three series were conducted, each consisting of 10
movements of the dominant foot and 10 rest periods. It is important to note that only
actual foot movements were performed, with no attempted movements, in order to
ensure the manifestation of the ERD, as the objective of this work is to evaluate the
ERD detection.

2.2 Features extraction strategies

This section describes the feature extraction strategies evaluated in this work.

2.2.1 Power Spectral Density

Since ERD is a power decrease of SMR, the power spectral density (PSD) of temporal
patterns was computed. There are different approaches to estimate the PSD and in this
work, Welch’s method for PSD estimation was employed. This approach divides the
signal into overlapping windows, estimates the periodogram for each window, and
averages them to obtain the PSD [6].

In the calibration stage, the PSD of the temporal patterns was calculated using the
Welch method with 1Hz resolution and 3 Hamming windows of 1 sec (50%
overlapping). This process resulted in two sets of 23 features (referred to as feature
vectors), including only the frequencies in the 8-30 Hz range which correspond to
SMR. During the Closed-loop stage, a single feature vector is extracted only from the
movement interval.

2.2.2 Dyadic discrete wavelet transform

The wavelet transform is an important tool for signal processing, as it allows the
representation of signals in the time-frequency plane and provides detailed analysis at
both high and low frequencies (multiresolution analysis) as well as good response
when dealing with nonstationary signals [7]. The wavelet transform is achieved by
calculating the inner product between the signal of interest and the wavelet function
(𝜙) at a scale and translation, determined by the scale function (𝜓). This process
yields coefficients corresponding to an orthogonal base which represents the original
signal into different resolution levels.

In this work, the dyadic discrete wavelet transform (DDWT) was used, with a
scaling factor of 2, resulting in a more efficient transform compared to the
continuous-time wavelet transform. This is because the DDWT produces fewer
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coefficients and reduces redundant information. The state of the art analysis brings a
number of wavelet functions used in common EEG feature extraction problems [8].
Considering the similarity between the morphology of the wavelet functions and the
bursts mentioned earlier, the following families of wavelet functions were chosen:
Daubechies (db4, db6, db10, db13, db14 and db15), Biorthogonal (bior2.4, bior2.8,
bior3.1, bior5.5 and bior6.8), Coiflet (coif5 ) and Symlet (sym5). Fig. 4 shows an
example for each of the selected families.

Fig. 4. Examples of Daubechies, Biorthogonal, Coiflet and Symlet wavelet families.

The DDWT algorithm implementation involves a tree decomposition (see Fig. 5)
using a filter bank approach. At each decomposition level, a low-pass filter and a
high-pass filter are applied to extract a set of coefficients known as approximation (A)
and detail (D), respectively. Dyadic scaling allows to reduce the number of the
coefficients of the previous level by half and enables the representation of specific
frequencies using any selected coefficients.

Fig. 5. DDWT tree decomposition.
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As previously mentioned, the sample frequency was fs=250 Hz, resulting in a
maximum signal frequency of 125 Hz. Based on this, at level 1, the decomposition
consists of A and D, representing frequencies from 0 Hz to 62.5 Hz and 62.5 Hz to
125 Hz respectively. The level 2 consists of AA and AD, representing frequencies
from 0 Hz to 31.25 Hz and AD 31.25 Hz to 62.5 Hz respectively. Continuing this
pattern, AAA and AAD represent frequencies from 0 Hz to 15.625 Hz and 15.625 Hz
to 31.25 Hz respectively at level 3. Finally, on level 4 AAAA represents frequencies
from 0 Hz to 7.81 Hz and AAAD represents frequencies from 7.81 Hz to 15.625 Hz.

To focus on the frequency range of interest for SMRs (8-30 Hz), a denoising
scheme was applied. Only the coefficients corresponding to AAAD and AAD (7.81
Hz to 31.2 Hz) were used. These coefficients are then concatenated to form the
feature patterns, as shown in blue in Fig. 5.

2.3 Classifiers

According to [9], Fisher's linear discriminant analysis (LDA) and support vector
machine (SVM) are suitable classifiers for studying the ERD phenomenon. Therefore,
in this work, both LDA and SVM classifiers were implemented and compared.

2.3.1 Linear discriminant analysis
Fisher's linear discriminant is a linear classifier with easy implementation and low
computational cost. It assumes that the classes are normally distributed with identical
covariance (homoscedasticity assumption). Though the LDA classifier imposes very
strong assumptions on the distribution of the data, the computation of the
discriminative function is very efficient, that’s why it has been popular in the BCI
field [10].

The LDA, like any binary linear classifier, can be characterized by the Eq. (1):
g(z) = wT.z + b (1)

where w =[w1, ...,wK] is the projection vector, z∈ RK represents the input vector and
b is the bias term. The classification function assigns the class label Ci to each pattern
z depending on the sign of the function g(z). It is assumed that the probability
distributions of each class follow a Gaussian distribution.

2.3.1 Support vector machine

One of the widely used classifiers in BCI for various applications is the Support
Vector Machine (SVM), a kernel-based classifier [11]. For the specific problem
addressed in this work, which involves 2 classes, SVM finds a hyperplane that
separates the classes. This process involves projecting the data into a
high-dimensional space, where the classes could be linearly separable. In cases where
linear separability cannot be achieved, the use of appropriate kernel functions
becomes necessary. Although different kernel functions were evaluated, this work
presents the results obtained using the linear and polynomial kernels (Eq. 2), as they
demonstrated the highest performance.

(2)(< 𝑥, 𝑦 >+ 𝑐)𝑑,  𝑐 ∈ ℜ,  𝑑 ∈ ℵ

si
nc

(i
) 

R
es

ea
rc

h 
In

st
itu

te
 f

or
 S

ig
na

ls
, S

ys
te

m
s 

an
d 

C
om

pu
ta

tio
na

l I
nt

el
lig

en
ce

 (
si

nc
.u

nl
.e

du
.a

r)
A

. Q
ui

ro
ga

, D
. V

ér
tiz

, K
. T

sc
ho

pp
, H

. L
. R

uf
in

er
 &

 R
. C

. A
ce

ve
do

; "
Im

pr
ov

ed
 E

R
D

 D
et

ec
tio

n 
of

 E
E

G
 S

en
so

ri
m

ot
or

 R
hy

th
m

s 
th

ro
ug

h 
W

av
el

et
 T

ra
ns

fo
rm

"
A

na
le

s 
de

l X
X

V
I 

C
on

gr
es

o 
A

rg
en

tin
o 

de
 B

io
in

ge
ni

er
ía

, S
A

B
I,

 2
02

3.

https://www.zotero.org/google-docs/?w1mWdv
https://www.zotero.org/google-docs/?IoX9zz
https://www.zotero.org/google-docs/?R5noJu


7

In the SVM training process, grid-search and cross-validation techniques were
employed to optimize the classifier’s performance. Grid-search involved varying the
values of key parameters, such as C, gamma (𝛾), and the polynomial degree. For the
linear kernel, the parameter C determines the trade-off between misclassification and
maximizing the margin. In the case of the polynomial kernel, 𝛾 controls the influence
of individual training samples and the polynomial degree sets the degree of the
polynomial kernel function.

Cross-validation was used to evaluate the performance of the SVM with a linear
kernel across different C values and the SVM with a polynomial kernel using different
parameter combinations. The selection of the optimal parameter set was based on the
accuracy metric. In this work, the chosen parameters ranges were as follows: C values
ranged from 10-2 to 1010, 𝛾 values ranged from 10-9 to 103 and the polynomial degree
values were set to 2 and 3. These ranges were selected based on prior knowledge [12]
and experimentation. Using grid-search and evaluating performance through
cross-validation, the SVM classifier was fine-tuned to achieve the highest accuracy
result.

2.4 Performance metrics

In the calibration stage, the performance of the classifier was evaluated using the
Accuracy (AccCal) metric, the feature vectors obtained in this stage were used. The
objective of this metric is to estimate the effectiveness of the calibration process. In
the closed-loop stage, the Accuracy (Acc) and True Positives Rate (TPR) were
employed. These metrics can be calculated using the equations (3) and (4), where TP
represents true positives, TN represents true negatives, FP represents false positives,
and FN represents false negatives.

(3)𝐴𝑐𝑐 [%] = 𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁 . 100

(4)𝑇𝑃𝑅 [%] = 𝑇𝑃
𝑇𝑃+𝐹𝑁 . 100

In the context of neurorehabilitation, reporting the TPR is crucial because the BCI
is active only during the execution or attempted execution of a movement. The rest of
the time, the BCI remains inactive, which means that only the class related to the
movement is available.

3. Results

To select the best wavelet functions within each family, the at the close-loop was𝑇𝑃𝑅
used instead of Acc due to the minimal variability between wavelet functions.
Therefore, the was analyzed using the three classifiers: LDA, SVM with linear𝑇𝑃𝑅
kernel and SVM with polynomial kernel. In the case of the Daubechies family, the
db6 wavelet function achieved the highest rate, as can be seen in Table 1; for the
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Biorthogonal family, the bior2.8 function demonstrated the highest rate, as shown in
table 2. This selection was not necessary for Coiflet and Symlet families, since only
one function per family was considered.

Table 1. Daubechies family TRP results

Wavelet function
Median TPR

LDA kernel = Linear kernel = Poly
db4 50.00 50.50 61.11
db6 63.33 55.00 85.00
db10 55.00 51.11 57.77
db13 60.55 54.17 50.00
db14 55.55 49.16 66.11
db15 55.55 50.00 65.55

Table 2. Biorthogonal family TRP results

Wavelet function
Median TPR

LDA kernel = Linear kernel = Poly
bior2.4 61.66 50.55 91.11
bior2.8 66.70 58.30 96.70
bior3.1 53.00 57.78 92.22
bior5.5 57.22 53.33 75.55
bior6.8 56.66 56.67 79.45

The Fig. 6 to 8 shows the results comparison between the best wavelets functions
and the PSD, using the latter as a reference.

Fig. 6. Performance metrics using LDA.
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Fig. 7. Performance metrics using linear SVM.

Fig. 8. Performance metrics using SVM with polynomial kernel.
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By analyzing the previous figures, it was found that higher is obtained by𝑇𝑃𝑅
using bior2.8 wavelet function, the best case being the use in combination with the
SVM with polynomial kernel. Fig. 9 shows a comparison with the reference (PSD).

Fig. 9. Statistical analysis for PSD and bior2.8

A repeated measures ANOVA test (Anova-RM) was used to assess differences in
TPR between bior2.8-SVM polynomial and the PSD-LDA combinations , the results
are shown in table 3

Table 3. Anova-RM analysis for PSD and bior2.8

F Value Num DF Den DF Pr > F

Features extraction strategies 6.8088 1.0000 5.0000 0.0477

3 Conclusions

This paper presented a comparison of feature extraction strategies based of
DDWT to detect ERD of sensorimotor rhythms for potential use in a BCI for
neurorehabilitation.

According to the results obtained, the combination of bior2.8 wavelet function and
SVM polynomial outperformed the other alternatives in terms of the TPR (96,7 %).
Statistical analysis revealed a significant difference between bior2.8-SVM polynomial
and the PSD-LDA combination, as indicated by a p-value below 0.05. However, it is
important to keep in mind that TPR cannot be the only metric to draw a definitive
conclusion, as high TPR may bias the results. This is clear, since the Acc for this
combination is 62.2%, this implies that in this case the classifier has high sensitivity
and low specificity. Future work should aim to improve the performance of the
classifier trying to increase the Acc and consequently the specificity.

On the other hand, using wavelet functions as a feature extraction strategy can
improve classification metrics due to the relationship between the burst events theory
and the morphology of wavelet functions. This is evidenced through their inner
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product, as demonstrated by the similarity between the signal in Fig. 1 (2.a) and (3.a)
and the wavelets functions in Fig. 4.

Another aspect to consider when analyzing the results is the limited amount of
data available to train the classifiers (30 samples per class). This may have
contributed to the challenges in achieving a good generalization by the strategies
presented in this paper. To address this limitation in future works, it is proposed to
employ data augmentation techniques as well as feature selection algorithms to reduce
the dimensionality of the data.
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