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Abstract

In land plant mitochondria, C-to-U RNA editing converts cytidines into uridines at highly specific RNA positions
called editing sites. This editing step is essential for the correct functioning of mitochondrial proteins. When
using sequence homology information, edited positions can be computationally predicted with high precision.
However, predictions based on the sequence contexts of such edited positions often result in lower precision,
which is limiting further advances on novel genetic engineering techniques for RNA regulation. Here, a deep
convolutional neural network called Deepred-Mt is proposed. It predicts C-to-U editing events based on the
40 nucleotides flanking a given cytidine. Unlike existing methods, Deepred-Mt was optimized by using editing
extent information, novel strategies of data augmentation, and a large-scale training dataset, constructed with
deep RNA sequencing data of 21 plant mitochondrial genomes. In comparison to predictive methods based
on sequence homology, Deepred-Mt attains significantly better predictive performance, in terms of average
precision as well as F1 score. In addition, our approach is able to recognize well-known sequence motifs linked
to RNA editing, and shows that the local RNA structure surrounding editing sites may be a relevant factor
regulating their editing. These results demonstrate that Deepred-Mt is an effective tool for predicting C-to-
U RNA editing in plant mitochondria. Source code, datasets, and detailed use cases are freely available at
https://github.com/aedera/deepredmt.

Keywords: Representation learning, Sequence classification, Convolutional neural networks, Land plants,
Mitochondrial genomes, C-to-U RNA editing.

1 Introduction

In land plants, the editosome is a highly sophisticated molecular machine able to bind organellar RNA molecules.
It post-transcriptionally converts cytidines to uridines (C-to-U) at highly specific RNA positions called editing
sites (esites). Editing restores well conserved amino acids that are essential for protein functioning [Covello
and Gray, 1989, Giegé and Brennicke, 1999, Gualberto et al., 1989, Hiesel et al., 1989]. In general, protein
products translated from unedited RNAs result in severe or lethal phenotypes [Liu et al., 2013, Toda et al.,
2012, Schallenberg-Rüdinger et al., 2013, Li et al., 2014]. Editosome recognition is governed by cis elements or
molecular signals found in the sequence context of edited cytidines [Mulligan et al., 2007, Giegé and Brennicke,
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Figure 1: Architecture of Deepred-Mt. Sequence motifs of an input RNA sequence x are detected by a deep
convolutional network g and encoded into a dense vector z. Motif detection is assisted by an additional deep
convolutional network f , which transforms the vector z back to the input sequence. A score ŷ calculated from
the vector z is used to predict if the input sequence is edited. The network is optimized to match the score ŷ
with the real edited state y and editing extent α of the input sequence.

1999, Kubo and Kadowaki, 1997]. These signals are not only found in the 5’ sequence region of target cytidines
[Barkan et al., 2012, Takenaka et al., 2013, Yagi et al., 2013] but also in the 3’ sequence region [Choury et al.,
2004, Farré et al., 2001, Neuwirt et al., 2005]. However, despite the specificity exhibited by editosome recognition
[Barkan et al., 2012], a further characterization of cis elements remains recalcitrant, limiting further advances
on editosome binding prediction [Takenaka et al., 2013, Yagi et al., 2013, Kobayashi et al., 2019] as well as in
genetic engineering techniques for RNA regulation [Yan et al., 2019].

A significant step towards a better characterization of the cis-elements involved in RNA editing consists in
designing models capable of predicting editing sites by mimicking how the editosome recognizes its targets. In
other words, such models must be able to predict editing events by exclusively using the information encoded
by the sequence context of cytidines. Although several ab initio models have attempted this in the past [Du
et al., 2007, Du and Li, 2008, Cummings and Myers, 2004, Thompson and Gopal, 2006, Yura et al., 2008], they
suffer from many false positives [Mower, 2009], degrading precision. Attempts at decreasing the number of false
positives have failed even when such models have used additional input information, such as codon position, free
energy, amino acids patterns, and extremely large flanking sequences [Thompson and Gopal, 2006, Cummings
and Myers, 2004, Du et al., 2007]. In contrast, simpler computational methods based on sequence homology are
able to achieve better predictions [Mower, 2009, Lenz et al., 2018]. These methods based on sequence homology
exploit the fact that RNA editing tends to restore amino acids at very well conserved positions. However,
this sequence homology approach results unsuitable (on their own) to study the cis elements involved in RNA
editing, because of not using sequence context information.

Here, a novel ab initio model called Deepred-Mt is proposed. It predicts C-to-U editing sites by only

2

si
nc

(i
) 

R
es

ea
rc

h 
In

st
itu

te
 f

or
 S

ig
na

ls
, S

ys
te

m
s 

an
d 

C
om

pu
ta

tio
na

l I
nt

el
lig

en
ce

 (
si

nc
.u

nl
.e

du
.a

r)
A

. E
de

ra
, I

. S
m

al
l, 

M
. S

an
ch

ez
-P

ue
rt

a 
&

 D
. H

. M
ilo

ne
; "

D
ee

pr
ed

-M
t: 

D
ee

p 
re

pr
es

en
ta

tio
n 

le
ar

ni
ng

 f
or

 p
re

di
ct

in
g 

C
-t

o-
U

 R
N

A
 e

di
tin

g 
in

 p
la

nt
 m

ito
ch

on
dr

ia
"

C
om

pu
te

rs
 in

 B
io

lo
gy

 a
nd

 M
ed

ic
in

e,
 2

02
1.



using the neighboring nucleotides of target cytidines. Neighboring nucleotides are processed by using a deep
convolutional neural network whose architecture is inspired in recent advances in sequence classification tasks
[Kalchbrenner et al., 2014, Zhang et al., 2015, Alipanahi et al., 2015, Acharya et al., 2017, Romdhane and
Pr, 2020]. We optimized Deepred-Mt to especially predict C-to-U editing events on coding regions of plant
mitochondrial genomes. To this aim, we created a large-scale dataset containing 138,597 cytidines from 21
plant mitochondrial genomes. These cytidines were carefully labeled, as either edited or unedited, by using
13 billion high-quality paired-end reads. Unlike existing methods, Deepred-Mt optimization makes use of two
novel sources of information. First, it includes editing extent information (i.e., in how many RNAs the same
site is edited), to be able to capture molecular patterns linked to RNA editing efficiency [Chateigner-Boutin and
Hanson, 2003, Mower and Palmer, 2006, Phreaner et al., 1996]. Second, it uses data augmentation techniques,
to include more general domain knowledge about mitochondrial RNA sequences. Our experiments show that
Deepred-Mt predictions are significantly better than those of PREP-Mt [Mower, 2009] and PREPACT [Lenz
et al., 2018], the state-of-the-art methods for predicting RNA editing based on sequence homology. In addition,
the more confident predictions of Deepred-Mt are consistent with well-known sequence motifs linked to RNA
editing, suggesting that Deepred-Mt is recognizing meaningful sequence information.

2 Deepred-Mt

2.1 Architecture

Given an RNA sequence consisting of a central cytidine flanked by 20 nucleotides on each side, Deepred-Mt
computes a prediction score ŷ that indicates if this central cytidine is edited. This score is computed from a vector
z which compactly encodes motifs automatically found in the input RNA sequence. Two deep convolutional
neural networks are responsible for motif detection: g(·) and f(·). The whole architecture of Deepred-Mt is
shown in Figure 1. Here, the network g builds the vector z, whereas the network f transforms this vector z back
to a sequence x̂ that reconstructs the input sequence x. Although this reconstruction step is not strictly needed
for computing the score ŷ, it is a crucial piece for representation learning [Bengio et al., 2013], which plays a
central role during parameter optimization [Hinton and Salakhutdinov, 2006]. This is because the reconstruction
step helps the network g to construct vectors z that serve as meaningful representations of the input sequences.

To process the input sequence, it is first converted into a matrix x ∈ {0, 1}41×4, where rows represent the
nucleotides in each sequence position as a one-hot vector (i.e., a binary vector with a single component set to
one). Then this matrix is progressively processed by the network g that has the form

g(x) = (R ◦ c6 ◦R ◦ c5 . . . R ◦ c1)(x),

where ◦ denotes a function composition, and ci is a 1-D convolution layer whose output is passed through a
function R. This function R improves motif detection by carrying out a (batch) normalization, which adjusts
the mean and standard deviation of inputs [Ioffe and Szegedy, 2015], followed by a rectification, which clamps
all negative values to zero [Nair and Hinton, 2010]. The output of each convolutional layer is a matrix with
a number of rows and columns that is approximately half and double, respectively, with respect to those of
the input matrix. This dimensionality change enables higher convolutional layers to process longer chunks of
sequence, allowing the detection of complex data patterns [LeCun et al., 1990]. The network g outputs a matrix
that is then linearly transformed by a fully connected layer FC1 into the vector z ∈ RN . With this vector z,
both the reconstructed sequence x̂ and the score ŷ are computed.

To reconstruct the input sequence, a fully-connected layer FC2 transforms the vector z back to a matrix
used as input for the network f . The architecture of this network f mirrors that of the network g, but its
convolutional layers [Wojna et al., 2019], as denoted by ti(·) in Figure 1, are reversely sorted and also transposed.
This mirrored architecture is very often employed in representation learning [Bengio et al., 2013] and is what
allows reconstructing the input sequence. The output of the last transposed convolutional layer, t1(·), is a
41-by-4 matrix. The rows of this matrix are then normalized to one, by using a softmax function [Goodfellow
et al., 2016], to obtain the reconstructed sequence x̂.

The prediction score ŷ is computed as

ẑ = FC3(z),

ŷ = σ(FC4(ẑ)).
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Here, the fully-connected layers FC3 and FC4 linearly reduce the dimensionality of the vector z into vectors
with dimensionalities R2 and R, respectively. The score ŷ ∈ [0, 1] is computed by passing the one-dimensional
output of FC4 through a sigmoid function σ.

2.2 Learning

All convolutional and fully-connected layers of Deepred-Mt are functions parameterized by a set of parameters
θ. We optimized these parameters by using an N = 5 and a training dataset D consisting of 41-bp RNA
sequences with central positions containing cytidines labeled with two values: y ∈ {0, 1} and α ∈ [0, 1]. The
first categorical value indicates if the central cytidine is edited (y = 1) whereas the second real value indicates
its editing extent.

To optimize the parameters, a so-called loss function is often used, which measures how wrong the training
dataset D is predicted for a given set of parameters θ. For our problem, we use the following loss function

L(θ,D) =
∑

(x,y,α)∈D

LR(x, x̂)︸ ︷︷ ︸
reconstruction loss

+ LC(y, ŷ)︸ ︷︷ ︸
classification loss

+ LE(α, ŷ)︸ ︷︷ ︸
editing extent loss

,

where LR, LC , and LE are loss components called the reconstruction loss, classification loss, and editing extent
loss, respectively. This equation shows that the loss function L is computed independently for each training
sequence x based on its reconstruction x̂ and prediction score ŷ.

Internally, the three loss components are defined in terms of widely used functions employed for loss cal-
culation [Goodfellow et al., 2016]. The reconstruction loss LR uses the categorical cross-entropy to measure
how similar the sequence x and its reconstruction x̂ are: LR = −

∑
k

∑
i x

k
i log(x̂ki ), where k and i index the

41 sequence positions and the four nucleotides, respectively. The classification loss LC uses the binary cross-
entropy to compare how similar the label y and the prediction score ŷ are: LC = −(y log(ŷ)+(1−y) log(1− ŷ)).
The editing extent loss uses the mean absolute error to measure how far the editing extent α is from the score
ŷ: LE = − |α− ŷ|. The editing extent loss LE allows the model to capture editing extent patterns, such as
the inefficient edition of synonymous cytidines [Mower and Palmer, 2006]. To this aim, the editing extent of
a cytidine is used as a probability of editing, to represent how frequent a cytidine is edited. In this way, the
optimization of the loss LE incorporates editing extent information by calibrating Deepred-Mt predictions. This
calibration encourages predictions to be overconfident for sites with higher editing extents but underconfident
for those with lower editing extents.

An algorithm often used to optimize loss functions is stochastic gradient descent [Bottou et al., 2018], which
calculates the gradient of a loss function over small subsets of the training dataset called mini-batches. Since
unedited cytidines outnumber edited ones [Giegé and Brennicke, 1999], our training dataset is unbalanced and
can result in a suboptimal optimization of parameters [Krawczyk, 2016]. This was circumvented by building each
mini-batch with an equal number of edited and unedited sequences that were randomly drawn from the training
dataset. To improve predictive power, 20% of the training dataset was used as a validation set. Optimization
was stopped by monitoring the loss function on this validation set [Caruana et al., 2001]. We made the source
code of Deepred-Mt publicly available1.

2.3 Novel learning strategies

To boost predictions of editing events, we design two novel learning strategies: synthetic augmentation and
task-related augmentation. Both strategies consist in significantly increasing the diversity and amount of the
data available for training, without actually collecting new data. These strategies are inspired by the fact that
using large-scale training data can dramatically improve the predictive performance of deep neural networks
[Wang et al., 2017, Erhan et al., 2010].

The synthetic augmentation strategy (SAS) consists in artificially creating new training sequences by varying
existing ones. During mini-batch building, sequences were varied on the fly by using two techniques. The first
technique randomly replaces the esites of a sequence, if any, by uridines. This enables Deepred-Mt to mimic
editosome functioning, which still recognizes sites on coding RNAs [Binder et al., 1994, Mareéchal-Drouard
et al., 1993] even when neary esites are in diverse configurations of edited and unedited states [Phreaner et al.,
1996, Lu et al., 1996, Wilson and Hanson, 1996]. The second technique is rather standard and consists in

1https://github.com/aedera/deepredmt.
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occluding sequence positions, by assigning zero vectors to their corresponding rows in the one-hot matrix x.
This prevents Deepred-Mt from making predictions that overly rely on very specific sequence patterns, since
some sequence regions are not fully observable. In this strategy, two types of occlusions were used: the first
randomly occludes 50% of the sequence positions, while the other occludes k consecutive sequence positions,
where k is an integer drawn from the range between 0 and 10.

To achieve a stronger effect of the synthetic augmentation strategy, we also followed the standard training
methodology employed by previous ab initio methods [Cummings and Myers, 2004, Du et al., 2007]. In this
methodology, the sequence contexts of the same sites shared by the mitochondrial genomes of different species
are included as part of the training set. Despite having a high sequence identity, these homologous sequences
can have some differences in certain surrounding positions that can lead to a better parameter optimization.
This is because such differences contribute to expanding the training set with new variants, which are also
magnified by the synthetic augmentation strategy. In addition, conservation patterns among the positions
surrounding homologous sites have shown to be crucial for identifying editing motifs [Mulligan et al., 2007].
Moreover, homologous sequences with 100% sequence identity are still useful for capturing editing patterns.
They contribute to discriminating better editing events that are functionally important, since such events are
well conserved across homologous sites [Brenner et al., 2019].

The task-related augmentation strategy (TAS) consists in slightly changing the predictive task of Deepred-Mt
to be able to use more abundant data along with the original training data. To achieve this, we make the original
predictive task of Deepred-Mt more general. In this new predictive task, sequences were predicted as edited
not only when their central positions have esites but also when they have uridines (U) homologous to esites.
The rationale behind this is that these uridines play the same role as their homologous esites when they are
translated into amino acids. This is because C-to-U RNA editing restores well-conserved amino acids [Covello
and Gray, 1989]. Moreover, since the mutational rate of plant mitochondria is exceptionally lower than other
genomes [Wolfe et al., 1987], we can assume that the sequence contexts of such uridines are very similar to their
homologous esites. Thus, these uridines are very likely prone to be recognizable by the editosome, for example,
when they are mutated into cytidines Choury and Araya [2006]. To be able to use this task-related sequences
in our problem, the uridines in their central positions were replaced by esites. Our experiments demonstrate
that this simple augmentation strategy results in substantial improvements in predictive performance.

3 Materials and experimental setup

3.1 Large-scale data collection

Mitochondrial genomes of land plants were sampled from the National Center for Biotechnology Information
whenever they were fully sequenced and also had abundant paired-end RNAseq data available in the European
Nucleotide Archive. This sampling excluded mitochondrial genomes whose RNA is U-to-C edited. This is
because U-to-C RNA editing can preclude a reliable identification of C-to-U editing events, and it also makes
harder the discovery of C-to-U editing signals, since a same site can be both C-to-U and U-to-C edited [Groth-
Malonek et al., 2007, Knie et al., 2016, Schallenberg-Rüdinger and Knoop, 2016]. In addition, the mitochondrial
genome of Amborella trichopoda was excluded from sampling, since it has an unusual number of gene copies
that precludes a reliable esite identification [Rice et al., 2013]. In total, we sampled 21 mitochondrial genomes
for which a total of 194 sets of RNAseq were downloaded (Table S1) and processed with fastp v0.20.0 [Chen
et al., 2018], for quality-based filtering and adapter trimming. A total of 13,008,426,633 paired-end RNA reads
were obtained with qualities above Q20 on average (Table S1). From the sampled genomes we extracted 723
sequences encoding well-known and intact protein-coding genes on which paired-end RNA reads were mapped
using Bowtie v2.3.4.3 [Langmead and Salzberg, 2012]. To enhance read-mapping, sequence ends were extended
by 102 bp. A total of 83,800,590 read pairs were aligned. To reduce the number of misaligned read pairs
as well as those harboring sequencing errors, aligned read pairs were discarded whenever they had more than
two mismatches with respect to the non-C reference positions (to exclude potential esites). After this step, we
obtained a total of 79,286,452 read pairs.

We constructed deep RNAseqs by pooling the aligned read pairs when they belonged to different RNAseqs
but came from the same species. This substantially increases read depths, leading to more reliable identifications
of esites. In addition, it overcomes some of the frequent problems arising from using a single RNAseq, such
as intra-species and tissue-specific biases as well as sequencing artifacts [Zehrmann et al., 2008, Stone and
Storchova, 2015, Wu et al., 2015]. As a result, we obtained at least 20 high-quality reads aligned on 99% of
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the coding cytidines (Figure S1). The proportion of T bases aligned on a nucleotide was defined as the editing
extent. Esites were identified by looking for cytidines whose editing extents were greater than 10%, as is usual
in other studies [Wu et al., 2015, Štorchová et al., 2018, Zheng et al., 2020].

3.2 Datasets

RNA sequences were extracted from the 723 protein-coding sequences by centering a window at every position
(position 0) and taking 20 upstream (-20 to -1) and 20 downstream (+1 to +20) nucleotides. In total, 652,634
RNA sequences were extracted, with A (172,395), unedited C (126,166), edited C (12,431), G (140,611), and U
(201,031) in their central positions. The extracted sequences were used to define the following three datasets.

Training dataset. It included all the sequences with central positions containing unedited and edited Cs.
Central positions were labeled with 0s and 1s when containing unedited and edited cytidines, respectively. In
addition, these central positions were also labeled with their corresponding editing extents.

Task-related sequences. These sequences were obtained by using the proposed task-related augmentation
strategy. We found that a total of 97,397 sequences with central positions containing Us homologous to esites
(Fig. S2). The central positions of these task-related sequences were labeled with 1s and also with their
corresponding editing extents.

Control dataset. We constructed a control dataset by including a fake RNA editing signal in a random
downstream position of training sequences labeled with 1. This fake signal was defined as the motif “GGCG”.
One of the four nucleotides of this fake signal was randomly changed to another nucleotide according to the
editing extent of a sequence. Concretely, each time the fake signal was included in a sequence, one nucleotide
was changed with a probability inversely proportional to the editing extent of the sequence. Therefore, fake
signals included in sequences with low editing extents were more likely to deviate from the motif “GGCG” in
one nucleotide, simulating editing extent patterns linked to sequence motifs.

3.3 Baseline methods

As baseline methods for predicting C-to-U esites, we used PREP-Mt [Mower, 2009] and PREPACT [Lenz et al.,
2018]. The predictive performance of these methods is closely tied to their own internal data, composed of
full gene sequences. These data, not publicly available, were selected by experts from specific plant species
to achieve reliable predictions. As clarified below, both baseline methods make predictions based on sequence
homology.

PREP-Mt. Given an input protein-coding RNA sequence, PREP-Mt translates it into a protein sequence
that is aligned against a set of reference protein sequences. These reference sequences were previously translated
from gene sequences whose esites have been experimentally verified and replaced by uridines. Once aligned, the
input sequence is scanned for amino-acid mismatches yielded by codons containing cytidines. If these amino-
acid mismatches can be solved by replacing cytidines by uridines in the input sequence, then these replaced
cytidines are predicted as esites. A score is finally calculated for each predicted esite based on how well their
codons are conserved across the reference sequences [Mower, 2009]. It is worth noting that PREP-Mt is unable
to make predictions for synonymous cytidines, since they lead to no amino acid changes. For our experiments,
we used the public web service of PREP-Mt2.

PREPACT. Similar to PREP-Mt, PREPACT aligns a given input protein-coding RNA sequence against
a reference set of RNA sequences whose esites have been already identified. Cytidines in the input sequence
are predicted as edited whenever they are aligned with reference esites [Lenz et al., 2018]. Unlike PREP-Mt,
PREPACT is able to predict esites at the third codon position, in which C-to-U RNA editing yields synonymous
amino acid changes. We used the public web service of PREPACT with standard options: BLASTx to detect
C-to-U changes, self position labeling, and the 25 mitochondrial genomes available as references3. To be able to
obtain a predictive score for each input cytidine, we used as a score the relative number of PREPACT reference
sequences in which the input cytidine was predicted as edited.

3.4 Evaluation metrics

Precision and recall are widely used to evaluate prediction performance. Precision measures how many sequences
predicted as edited are truly edited: TP/(TP + FP ), where TP (True Positives) are the number of sequences

2http://prep.unl.edu
3http://www.prepact.de/prepact-main.php

6

si
nc

(i
) 

R
es

ea
rc

h 
In

st
itu

te
 f

or
 S

ig
na

ls
, S

ys
te

m
s 

an
d 

C
om

pu
ta

tio
na

l I
nt

el
lig

en
ce

 (
si

nc
.u

nl
.e

du
.a

r)
A

. E
de

ra
, I

. S
m

al
l, 

M
. S

an
ch

ez
-P

ue
rt

a 
&

 D
. H

. M
ilo

ne
; "

D
ee

pr
ed

-M
t: 

D
ee

p 
re

pr
es

en
ta

tio
n 

le
ar

ni
ng

 f
or

 p
re

di
ct

in
g 

C
-t

o-
U

 R
N

A
 e

di
tin

g 
in

 p
la

nt
 m

ito
ch

on
dr

ia
"

C
om

pu
te

rs
 in

 B
io

lo
gy

 a
nd

 M
ed

ic
in

e,
 2

02
1.

http://prep.unl.edu
http://www.prepact.de/prepact-main.php


0.4 0.5 0.6 0.7 0.8 0.9 1.0
Recall

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Pr
ec

isi
on

SAS × TAS ×  AUPRC=0.67 F1=0.64
SAS  TAS ×  AUPRC=0.85 F1=0.80
SAS × TAS   AUPRC=0.88 F1=0.83
SAS  TAS   AUPRC=0.91 F1=0.86

Figure 2: Impact of learning strategies on predictions of Deepred-Mt. Curves plot different precision-recall
performances, where points indicate maximum F1 scores. Check and cross marks indicate presence or absence,
respectively.

labeled and predicted as edited, while FP (False Positives) are the number of sequences labeled as unedited
but predicted as edited. Recall measures how many of the truly edited sequences are correctly predicted:
TP/(TP + FN), where FN (False Negatives) are the number of sequences labeled as edited but predicted as
unedited.

However, precision and recall depend on a user-defined threshold (or cutoff), used for binarizing method
predictions. A widely used measure for evaluating the overall predictive performance is the maximum value of
the F1 score. The F1 score is the harmonic mean of precision and recall, and takes value between 0 (worst)
and 1 (best). Similarly, the area under the receiver operating characteristic (ROC) curve is widely used for
assessing predictive performance over all thresholds. However, the area under the ROC curve can be misleading
in scenarios where data are unbalanced [Saito and Rehmsmeier, 2015]. Instead, the area of the precision-recall
curve (AUPRC) is often used when data are imbalanced.

4 Results

4.1 Motif recognition

We first conducted a controlled experiment to evaluate the motif recognition performance of Deepred-Mt. We
used the control dataset, in which the downstream regions of the edited sequences contain a fake editing signal
“GGCG” that was randomly degraded according to the editing extents of the sequences. By using a stratified
5-fold cross validation for evaluating model performance, Deepred-Mt obtained a high predictive performance:
an AUPRC of 0.94 and a maximum F1 score of 0.88 (Figure S3). By further inspecting false positive predictions,
we found that they were mainly yielded by wild-type occurrences of the fake signal in sequences with unedited
cytidines in their central positions, which fooled network predictions. Although the fake signal does not resemble
the motifs found in real edited sequences, the result of this experiment is still important as it clearly demonstrates
that the architecture of Deepred-Mt is capable of detecting sequence motifs.

Next, we analyzed the vector representations z constructed by Deepred-Mt from the control sequences. The
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aim of this analysis was to assess if the fake signal was correctly encoded by such vectors. To this analysis, we
trained Deepred-Mt on the whole control dataset to then use it to obtain the vectors z of the control sequences
labeled as edited. The resulting vectors were visually inspected by reducing their dimensionality to just two
dimensions, using UMAP [McInnes et al., 2018]. We found that the vectors formed 18 well separated groups
(Figure S4A). When calculating a consensus sequence for each group separately, the fake signal was almost
perfectly recovered in all but one group (Figure S4B). Notably, in this group with no consensus sequence, its
sequences show the lowest average editing extent. This indicates that such sequences harbor fake signals with
changed nucleotides. These results show that Deepred-Mt was able to capture the erratic fake signal, as well
as its editing extent patterns. This highlights the advantages of using methods capable for detecting sequence
motifs, such as Deepred-Mt, as compared to methods that are exclusively based on sequence homology.

4.2 Impact of learning strategies

In Section 2.3, we proposed the synthetic and task-related augmentation strategies designed to achieve a better
optimization of the parameters of Deepred-Mt, aiming to improve its predictive power. Therefore, we analyzed
quantitatively how these strategies affected the predictive performance of Deepred-Mt. To determine the specific
impact of each learning strategy, we compared the predictive performance achieved by Deepred-Mt when its
parameters were optimized using none (SAS × TAS ×), either (SAS X TAS ×, or SAS × TAS X), or both
learning strategies (SAS X TAS X). The predictive performance of these four versions of Deepred-Mt was
evaluated by using a stratified, 5-fold cross-validation on the training set.

The results are shown in Figure 2 where the predictive performance of each version of Deepred-Mt is rep-
resented as a precision-recall curve which aggregates the results over the 5 folds of a stratified cross-validation.
Taking as baseline the performance of Deepred-Mt when using none of the learning strategies (SAS × TAS ×),
the use of the synthetic augmentation strategy (SAS X TAS ×) shows an improvement in predictions. This is
reflected both in the AUPRC, which increases from 0.67 to 0.85, as well as in the maximum F1 score, which
increases from 0.64 to 0.80. Similarly, the use of the task-related augmentation strategy (SAS × TAS X) results
also in predictions better than those of the baseline version of Deepred-Mt. In this case, the AUPRC is increased
from 0.67 to 0.88 and the maximum F1 score is increased from 0.64 to 0.83. However, when both strategies are
used together (SAS X TAS X), the resulting predictive performance is the highest. The combination of both
strategies achieves an AUCPRC of 0.91 and a maximum F1 score of 0.86. This analysis shows that the use of
both learning strategies allows Deepred-Mt to achieve a better predictive performance.

4.3 Homologous sequences

Here, we evaluate how the predictive capacity of Deepred-Mt is affected when homologous sequences are excluded
from the training set. To evaluate the impact of this change, we trained Deepred-Mt using both learning
strategies on the full training dataset (H X) and also on the same training dataset but depleted of homologous
sequences (H ×). Next, we compared the predictive performance of the two trained models on 41-bp RNA
sequences extracted from the mitochondrial genome of the hornwort Anthoceros agrestis. This genome was
chosen because it harbors many very specific C-to-U esites that were experimentally identified [Gerke et al.,
2020], and are not included in the training data used in this study.

Figure 3 shows the precision-recall curves obtained from the predictive performances of the two trained mod-
els. When homologous sequences are excluded from the training set (H ×), Deepred-Mt achieves an AUPRC
and maximum F1 score equal to 0.31 and 0.36, respectively. Notably, these performance values are significantly
improved when Deepred-Mt is trained with homologous sequences (H X). In this case, Deepred-Mt achieves an
AUPRC and maximum F1 score equal to 0.58 and 0.56, respectively, which are both higher than the correspond-
ing values obtained when excluding homologous sequences. This significant improvement on prediction power
when including homologous sequences suggests that such sequences enable Deepred-Mt to capture relevant in-
formation about esites, which is leveraged to yield better predictions. Moreover, this result also demonstrates
the importance of following the standard methodology used by previous ab initio models, in which homologous
sequences are also included in the training set.

4.4 Comparing predictions of Deepred-Mt

To assess the predictive power of Deepred-Mt, we compared its predictive performance with those of two state-
of-the-art predictive methods, PREP-Mt and PREPACT. For this comparison, we used a leave-one-species out
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Figure 3: Impact of homologous sequences on predictions of Deepred-Mt. Curves plot different precision-recall
performances, where points indicate maximum F1 scores. Check and cross marks indicate presence or absence,
respectively.

cross validation on the training dataset. In each of the 21 folds of this cross validation, Deepred-Mt was trained
on all training sequences except those coming from one species, which were instead used as testing data to
estimate the prediction error. To train Deepred-Mt, we used both learning strategies. Our comparison was
carried out on two variations of the training dataset: one excluding sequences whose central cytidines were
synonymous, and the other including such sequences. Learning Deepred-Mt on each of these datasets required
approximately 88 epochs, which is equivalent to ∼1 hour on an Nvidia Titan RTX GPU, and predicting all the
sequences with the learned models spent 12 seconds.

Figure 4A shows the predictive performances of the three methods, represented by precision-recall curves,
when synonymous sites are excluded. Summary statistics computed from these curves are shown in Table 1.
This table shows that Deepred-Mt has a value of AUPRC (0.96) that is significantly higher than those of both
PREPACT (0.91) and PREP-Mt (0.88). Similarly, Deepred-Mt achieves a higher F1 score (0.92) as compared
to those achieved by PREPACT (0.89) and PREP-Mt (0.92). When analyzing the baseline methods, we can
observe that PREPACT achieves a higher AUPRC (area under the precision-recall curve), while PREP-Mt
instead achieves a higher maximal F1 score (point over the precision-recall curve). This means that the average

Table 1: Performances for predicting C-to-U RNA editing events when synonymous sites are either excluded or
included. Boldface indicates the best predictive performances.

Method Excluded Included
AUPRC F1 score AUPRC F1 score

PREPACT 0.91 0.89 0.79 0.82
PREP-Mt 0.88 0.91 0.76 0.84

Deepred-Mt 0.96 0.92 0.91 0.86
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Figure 4: Predictive performances of Deepred-Mt and baselines. Curves plot precision-recall performances
when synonymous sites are (a) excluded (dashed) or (b) included (solid). Points over curves indicate where the
maximum F1 score is achieved.

precision of PREPACT is higher than that of PREP-Mt, while there is a threshold for PREP-Mt that yields
a more balanced combination of precision and recall. However, in comparison to the baselines, Deepred-Mt
predictions are better in both characteristics: higher average precision and more balanced precision and recall.

Figure 4B shows the predictive performances when synonymous sites are included. Table 1 shows statistics
summarizing these performances. We can see that these results are in line with those obtained when excluding
synonymous sites. The best predictive performance is again achieved by Deepred-Mt in both the AUPRC (0.91)
and the F1 score (0.86), which are higher than the corresponding values achieved by PREPACT (AUPRC=0.79,
F1=0.82) and PREP-Mt (AUPRC=0.76, F1=0.84). This is a relevant result because including synonymous sites
makes the predictive problem much harder. This is due to synonymous sites are very specific (i.e., they are poorly
conserved across species), and harbor degraded editing signals [Mower and Palmer, 2006, Mower, 2008]. These
results demonstrate the advantages of using Deepred-Mt to predict C-to-U esites in mitochondrial genomes.

4.5 Detecting RNA editing motifs

One major drawback of the computational methods that use sequence homology to make predictions is that
they cannot be used for exploratory analysis, such as finding novel sequence motifs associated with RNA editing.
Here, we demonstrate that Deepred-Mt is well suited for this task. To this aim, we present an analysis showing
that confident predictions of Deepred-Mt are linked to well-known sequence motifs associated with RNA editing.

For this analysis, we trained Deepred-Mt using both learning strategies on the fully training dataset. The
resulting model was used then to score all the heterologous sequences in the training dataset, where all esites
were left as cytidines. Next, we only retained those sequences that were correctly predicted, using a threshold
of 0.5. With the scores of these sequences, we estimated their second quartiles separately for unedited and
edited sequences. We used these quartiles for defining scores as confident. In the case of the retained unedited
sequences, their scores were defined as confident if they were above its second quartile. Similarly, the scores of the
retained edited sequences were defined as confident if they were below its second quartile. Finally, we estimated
entropy-based consensus sequences [Schneider et al., 1986] from those sequences with confident scores. Since
codon position can have an effect on the composition of the sequence contexts of the edited cytidines [Cummings
and Myers, 2004, Mower, 2008, Mulligan et al., 2007], consensus sequences were estimated separately according
to the codon position of the central positions.

Figure 5 shows the results of this analysis in which we can see in the first row the consensus structures of
the unedited sequences in the first (2,115), second (2,150), and third (2,268) codon position, respectively. The
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Figure 5: Consensus sequences associated with predictions of Deepred-Mt. The left, middle, and right columns
show sequences with center positions in the first, second, and third codon positions, respectively. First and
second rows show unedited and edited sequences, respectively. The third row shows boxes plotting ratios
indicating the degree of uridine enrichment in edited sequences relative to unedited ones. Enrichment is indicated
by ratios above the black horizontal line.

second row shows the consensus structures of the edited sequences in first (327), second (647), and third (53)
codon position, respectively. These results show that highly-confident predictions of Deepred-Mt are associated
with motifs of editing sites which have been reported in numerous studies. For example, unedited sequences with
central positions in the second codon position show a high incidence of guanines in position -1, as previously
observed [Choury et al., 2004, Oldenkott et al., 2019]. Instead, edited sequences show a high incidence of uridines
in positions -2 and -1 for the three codon positions, and in position -5 for the first and second codon positions.
This is in line with previous observations [Giegé and Brennicke, 1999, Mulligan et al., 2007]. In addition, this
result also shows that the codon position has some effect on consensus sequences. This is observed in the high
variability of the consensus structures of the edited sequences in the third codon position, as previously reported
[Cummings and Myers, 2004, Mower, 2008, Mulligan et al., 2007].

Notably, the consensus sequences of the edited sequences show an uridine-enrichment at many positions,
which is not observed in their equivalent positions in the unedited sequences. This has been also observed
in other studies but not thoroughly analyzed in large-scale data [Cummings and Myers, 2004, Kindgren et al.,
2015, Takenaka et al., 2007]. Therefore, we assessed this enrichment quantitatively as follows. For each sequence
position, a ratio was calculated between the number of uridines in the edited and unedited sequences. This
ratio was estimated 1,000 times by taking random samples of 100 unedited and 100 edited sequences. The last
row of Figure 5 shows the distributions of the obtained ratios for each sequence position. This result shows
that ratios are mainly concentrated above 1.0. For example, we can see that ratios are more frequently found
above the upper quartiles (upper whiskers) than below the lower quartiles (lower whiskers). This indicates that
edited sequences are enriched for uridines, and suggests that this enrichment may be a relevant factor for RNA
editing.
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5 Conclusions

In this study, Deepred-Mt is proposed as a novel model to predict C-to-U RNA editing in plant mitochondrial
genomes. To make such predictions, Deepred-Mt recognizes sequence motifs in RNA sequences by using a deep
convolutional neural network. Our results show that Deepred-Mt can achieve better predictive performance as
compared to state-of-the-art methods. We empirically demonstrate that this superior predictive performance
of Deepred-Mt is the result of a conjunction of factors: the use of recent advances in sequence processing, the
preparation of large-scale training data, the incorporation of editing extent information as training data, and
the design of novel strategies for augmenting the amount of training data.

To make predictions, Deepred-Mt mimics the recognition mode used by the editosome, the molecular appa-
ratus responsible for RNA editing. The capability of Deepred-Mt for motif recognition represents a step forward
to achieve a better characterization of the cis-elements involved in RNA editing. We found that Deepred-Mt
was able to recognize well-known sequence motifs associated with RNA editing, such as the conservation of
uridines in the position -1 and RNA regions enriched in uridines.
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