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Abstract—In this article we present a path-planning algorithm
that can be used to generate optimal and feasible paths for
any kind of unmanned vehicle (UV). The proposed algorithm
is based on the use of a simplified particle vehicle (PV) model,
which includes the basic dynamics and constraints of the UV,
and an iterated non-linear model predictive control (NMPC)
technique that computes the optimal velocity vector (magnitude
and orientation angles) that allows the PV to move towards
desired targets. The computed paths are guaranteed to be feasible
for any UV because: i) the PV is configured with similar
characteristics (dynamics and physical constraints) as the UV,
and ii) the feasibility of the optimization problem is guaranteed
by the use of the iterated NMPC algorithm. As demonstration
of the capabilities of the proposed path-planning algorithm, we
explore the computation of a feasible path while following it
with a Husky unmanned ground vehicle (UGYV) using Gazebo
simulator.

Index Terms—Feasible optimal path, Model predictive control,
Path-planning

I. INTRODUCTION

One of the areas that has grown surprisingly fast in the
last decade is the one involving autonomous Unmanned Ve-
hicles (UVs), both aerial (Unmanned Aerial Vehicles - UAVs)
and terrestrial (Unmanned Ground Vehicles - UGVs). Their
reduced size and geometry allow them to carry out dangerous
missions at lower costs than their manned counterparts without
compromising human lives. They are mostly used in missions
such as search and rescue, power line inspections, precision
agriculture, imagery and data collection, security applications,
mine detection and neutralization, operations in hazardous
environments, among others [1|—[6]. In general, most of such
missions require that the UVs move in uncertain scenarios
avoiding different types of obstacles. To do so, they must
have the ability to autonomously determine and track a feasible
collision-free path.

The path-planning problem is one of the most important
issues of an autonomous vehicle. It deals with searching a
feasible path between the present location and the desired
target while taking into consideration the geometry of the
vehicle and its surroundings, its kinematic constraints and
other factors that may affect the feasible path. Different
methodologies are used to find feasible paths (see [7] for
an overview). Some recent path-planning algorithms can be
found in [8]-[10]. In [8]] Saska et al. introduce a technique
that integrates a spline-planning mechanism with a receding
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horizon control algorithm. This approach makes it possible to
achieve a good performance in multi-robot systems. In [9] an
offline path-planning algorithm for UAVs in complex terrain
is presented. The authors propose an algorithm which can be
divided into two steps: firstly a probabilistic method is applied
for local obstacle avoidance and secondly a heuristic search
algorithm is used to plan a global trajectory. In [10] Zhang et
al. present a guidance principle for the path-following control
of underactuated ships. They propose to split the path into
regular straight lines and smooth arcs, using a virtual guidance
ship to obtain the control input references that the real ship
should have in order to follow the computed path. As it can
be seen, there are many methods to obtain feasible paths for
UVs; however, most of them do not consider the dynamics of
the UV that should follow the path.

In their recent review article [11]], Yang et al. have surveyed
different path-planning algorithms. The authors discuss the
fundamentals of the most successful robot 3D path-planning
algorithms that have been developed in recent years. They
mainly analyze algorithms that can be implemented in aerial
robots, ground robots and underwater robots. They classify
the different algorithms into five categories: i) sampling based
algorithms, ii) node based algorithms, iii) mathematical model
based algorithms (which include optimal control and reced-
ing horizon strategies), iv) bioinspired algorithms, and v)
multifusion based algorithms. From these, only mathematical
model based algorithms are able to incorporate in a simple
way both the environment (kinematic constraints) and the
vehicle dynamics in the path-planning process. Recently, in
[12] Hehn and D’Andrea introduced a trajectory generation
algorithm that can compute flight trajectories for quadcopters.
The proposed algorithm computes three separate translational
trajectories (one for each degree of freedom) and guarantees
the individual feasibility of these trajectories by deriving
decoupled constraints through approximations. The authors
do consider the quadcopter dynamics when they compute the
flight trajectories but their proposed technique is not a general
one (it can not be used with ground vehicles, for example).
Even though the feasibility is guaranteed for each separate
trajectory, the resulting vehicle trajectory might not be neces-
sarily feasible (e.g., when perturbations are present). In [[13]
the authors present three conventional holonomic trajectory
generation algorithms (flatness, polynomial and symmetric) for
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ground vehicles subject to constraints on their steering angle.
In order to satisfy this constraint, they propose to lengthen
the distance from the initial position to the final position until
the constraint is satisfied. This process might be tedious and
it may not be applicable in dynamic environments. Besides, it
can only be used with ground vehicles and it can only handle
steering constraints violations.

A suitable path-planning algorithm should be practicable
and tailored to various UVs when executed in dynamical
environments. Therefore, a challenging idea for path-planning
is to develop an algorithm capable of handling dynamical
environments and UVs that have different characteristics with
regard to kinematic properties and maneuverability. In this
article a unified framework to design a path-planning algorithm
is presented. The proposed strategy can be summarized in Fig.
Using a simplified particle vehicle (PV) model, which is

. . vk Ok
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Fig. 1. Scheme of the path-planning & guidance system

configured to have similar characteristics (states and inputs
constraints) to the UV, the path-planning module computes
the velocity vector v (magnitude v} and angles 6; and ;)
in order to find the shortest feasible path towards the nearest
waypoint w;. The vector v, is in fact the velocity vector that
the UV should have in order to achieve w;. Thus, using this
velocity vector the guidance module is able to compute the
inputs (actuator positions and motors speeds) that the UV
should have so as to move towards w;. In this article, we
mainly focus on the design of the path-planning module. We
propose to design this module using the iterated robust NMPC
technique presented in [[14] as it uses a successive linearization
method which allows us to use analytic tools to evaluate
stability, robustness and convergence issues. Besides, it allows
us to use quadratic program (QP) solvers and to easily take
into account dynamic and physical constraints of the UV at
the path-planning stage in order to obtain feasible paths.

The main contribution of this paper are: i) the proposal of a
general algorithm for path-planning that can be used with any
kind of UV, ii) the inclusion of the dynamics and constraints
of the UV in the path-planning problem, iii) the guarantee of
feasibility of the computed optimal path and iv) the inclusion
of static obstacles into the path planning problem.

The organization of this article is as follows: in section
the 2D and 3D PV models are presented. In section
the path-planning problem is introduced. In section a
path-generation and path-following experimental example is
outlined. Finally, in section V| conclusions are presented.

II. NON-LINEAR PARTICLE VEHICLE MODEL

In this work we propose to use a PV model to obtain feasible
and optimal paths for UVs. This section is devoted to obtain
such a model for both the 2D and 3D cases. First, we provide a
more general approach about systems representation and then
we specify it for the case of 2D and 3D PV models.

The general representation of the dynamics of an arbitrary
non-linear system is given by

x(t) = f(x(t),u(t),d(?)), (1)

where x(t) € X CR", u(t) e Y CR™ and d(t) € D C R
are the model state, input and disturbance vectors, respectively;
X, U and D are the state, input and disturbance constraint sets;
f(+) is a continuous and twice differentiable vector function
that depends on the system being modeleﬂ

To obtain the PV models, we use the 2D and 3D schemes
shown in Fig. 2| Using these schemes, we propose to use the

(a) 2D

(b) 3D
Fig. 2. Schemes of the proposed PV models

following state vector to model the 2D PV

x = [z, y, o], 2
where = and y denote the PV position coordinates and v is
the modulus of the PV velocity vector. We define the control
input vector as

u= [y, ﬂT’ )

where ¢ and 7 denote the yaw angle and the thrust force,
respectively. Consequently, the 2D dynamics of the proposed
PV model can be obtained as

veosy + dy
vsiny +dy |, 4)
—T1v 4+ KT

X =

f(x,u,d) =

where d, and d, are the xy components of d, the damping
constant 7 determines the rate of change of the PV velocity
and k is a constant proportional to the thrust force 7.

To model the 3D PV we just have to include the altitude
dependence. Using the scheme presented in Fig. [2b] the state
vector is chosen as

x = [z, y, 2, v, (5)

To simplify the notation, from now on we will omit the time dependence,
ie. x(t) =%, x(t) =x, u(t) =uand d(t) =d
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where z, y and z denote the PV position coordinates and v
is the modulus of the PV velocity vector. The control input
vector is then defined as

u=1[9, v, 77, (6)

where 6, 1 and T denote, respectively, the pitch angle, the
yaw angle and the thrust force. Then, the 3D dynamics of
the PV model can be described by the following first order
differential equation system:

vcosfcosy + d
veosfsiny +d
fxud) = vsin@—:—/}dz N )

—Tv+ KT

X:

where d,, d, and d, are the xyz components of d. As it can
be seen, if the pitch angle 6 is zero, then is reduced to
(). One important thing we would like to mention about the
proposed PV models is that in the last equation of and
the basic dynamics of the UV is included. This is very
advantageous as physical systems do not have the ability to
make instant changes in their dynamics. So, by including this
last equation in the PV models we ensure that if this model
is used in the path-planning module, then the path will be
computed reflecting the UV basic dynamics, and consequently
guaranteeing the feasibility of the path. Generally, the UV
dynamics is not taken into account in path-planning algorithms
because they use impulsional models [[10], [15]], which can
lead to unfeasible paths for a UV.

III. THE PATH-PLANNING PROBLEM

Given a target position or waypoint w; the path-planning
problem consists in finding a path that connects the initial
state vector x (o) and each consecutive waypoint Wﬂ where
the subscript ¢ = 1,2,--- , M indicates the waypoint number.
In this article we propose to find the path that is not only the
shortest one but also a feasible one, i.e. the shortest path that
also takes into account the dynamics and physical constraints
of the UV that should follow the path. To find the shortest path
we only have to measure the distance between the current posi-
tion of the PV and the desired waypoint, and then minimize it.
But as we also want the path to be feasible, we have to include
the dynamics and constraints in the minimization problem.
This may be done, for example, using a receding horizon
technique, since the distance can be embedded in the cost
function and the dynamics and constraints in the constrained
minimization. Here, we propose to use the NMPC technique
presented in [14]] to control the velocity vector (modulus and
direction) of the PV model. By controlling this vector the
position of the PV is actually determined, thus defining the
desired path towards the waypoint. The main advantage of
using this technique (unlike the one used in [[10]], for example)
is that, as the dynamics and constraints of the UV that should

2For the 2D case w; is defined as w; = [wi,, Wiy wi,U]T and for the
3D case w; = [w;,,, Wiy, s Wiy wi )T wiy, w;,, and w;, denote the zyz
coordinates of waypoint w; and w;, defines the speed that the PV should
have when w; is reached.

follow the path can be taken into account in the minimization
problem, then the resulting path is guaranteed to be feasible.

In Fig. [3| a scheme of the proposed methodology is shown.
Under the assumption that the control inputs of the PV have a
limited rate of change, this figure shows how the path towards
the waypointsﬂ wj and w is obtained. As shown in Fig.
the PV is configured with an initial condition x(¢y), u(tg) and
the path should pass first through the waypoint w; and then
through the waypoint ws. To obtain this path, two sub-paths
are considered: one joining the initial configuration with wy
and the other joining w; with ws. To obtain these sub-paths
we propose to use the algorithm [[14] to minimize the euclidean
distance (dist(x(t;), w;)) between the current position of the
PV and the desired waypoint. Once w; has been reached, the
desired target is changed from w; to wo and the minimization
of the distance between the current position of the PV and wy
is performed. As a result, the PV starts moving again and its
velocity vector is recalculated in order to move the PV towards
wo (see Figs. [3b|and [3c). The path we were looking for turns
out to be the path that the PV has described in order to go
from the starting configuration to the desired one (see Fig. [3d).

As it was mentioned before, we propose to modify the
direction and modulus of the velocity vector of the PV using
the control technique described in [[14]. To use this control
technique, first we need to transform the non-linear model
into an equivalent discrete linear time-varying (LTV) one of
the form

X1k = AgpXk + Buy ) Orjr + Bdmam, (3)
where

o _ g ~ _ 44T
Xp|k = Xklk = Xppo  Uklk = Uglp — Wy, and

9
dgjr = dgjp — dp- ®

x;‘k, u£| , and d£| define the linearization state, input and
disturbance trajectories, and Ay, By, and By, are the
discrete matrices of the linearized version of (I). Subscripts
(')k-s-il , denote information at time k + ¢ which is predicted
using the information available at time k. ﬂ Receding horizon
techniques use a cost function of the form
N—1
Tk) = > LRkt W) + LN (Xe4 k)
0

(10)

Jj=
where L£;(-,-) is the stage cost and Ly(-,-) stands for the
terminal cost. Generally, in receding horizon algorithms both
the stage cost and the terminal cost are adopted as follows:

_ 2 2
LRkt Wt jii) = [Xnrjie — willq,,, + 1Awjikllw,,
(1D
and
2
Ln(Xp+nik) = [Keenie — Willp,,, (12)
3Note that if there are more than two waypoints, the procedure to compute
the path is similar as the one presented here.
4d;+g‘\k7 7 =20,---,N —1is a given or estimated perturbation.
SWhen it clearly refers to current time k, the time dependency at which
the information is available will be omitted, i.e. ()kyijx = ()+i
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Fig. 3. Computing a path between x(to) and wa passing through w1

where Qp i, Ryr, P i are positive definite matrices; Py, is
the terminal weight matrix that is chosen so as to satisfy the
Lyapunov equation. ||(-)||2 stands for the a-weighted 2-norm
and Auyyjjr = Weqjjx — Upyj—1jk- Then, in terms of the
LTV system (8) and according to [14]], we propose to solve
the following optimization problem:

min 7 (k)

Upeu

Xitjlk = ArpXpk + Brjp gk,

Xilk = Xk — X (13)
st. gk = Upjp — Uy,
dije = dije — di
J (k) < Jo(k).
where
ﬁkﬁ: [Qepies W+ W N1 ) - (14)

is the control input sequence and [Jp(k) denotes the
cost function evaluated for the initial solution UY =
(W W 7ul§+N72\k7170}T at iteration k. The
last inequality in defines the contractive constraint that
guarantees the convergence of the iterative solution and defines
an upper bound for J (k) (for a detailed explanation about this
contractive constraint, please refer to [14]).

Remark 1. The convergence and stability issues for time-
varying objective functions are guaranteed by the incorpora-
tion of the constraint 7 (k) < Jo(k) [14].

®Hereinafter we use bold capital fonts to denote complete sequences
computed for k,k+1,--- ,k+ N — 1.

The proposed path-planning algorithm can be described as
follows: first, the non-linear system is transformed into a LTV
system by means of successive linearizations along pre-defined
state-space trajectories. Then, the distance between the current
position of the PV and the desired waypoint is measured.
The proposed constrained minimization problem is solved and
the optimal control input sequence (orientation angles and
thrust force) is then obtained. The minimization process is
repeated until the control input sequence converges. Finally,
the computed optimal inputs are applied to the PV and the
path-planning process is reinitialized. In Fig. [4 the proposed
path-planning algorithm is summarized.

IV. EXPERIMENTAL RESULTS

In this section we explore the problem of computing a
feasible path while following it with a Lego® Mindstorms®
NXT[| UGV configured as a skid steer vehicle as it is shown
in Fig. [}

Using the PV model @) we solve the optimization problem
(I3) to find a 2D feasible and optimal path. To perform
this example we assumed that there are no disturbances
(dgjry = 0) and that the PV has the initial state vector
xo = [0, 0, 0]7 and the initial input vector is ug = [0, 0]7".
The PV model is discretized using a sampling rate Ts = 0.1 (s)
and the horizon N was set to N = 12. The state and input
weight matrices are chosen as Qi = diag([10, 10, 10]) and
Ry = diag([0.1, 1.0]), respectively. The PV constraints are
configured as follows: 0 <7 < 2(N), —5 < A < 5(deg/s),

https://www.lego.com/en-us/mindstorms
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Require: The initial condition Xy, the iteration index ¢ = 0
and the PV models @) or (7).
1: Obtain the LTV system [Aj;, Bgx] and the matrices
%‘k, Rzlk and Pglk. i
2: Compute the optimal control input sequence U}’? solving

@

3: Update US4 + U + UHY

K|k k|k K|k
4 i [[Up? — U | < e then
s Ur« Ut
6: k<« k—+1
7 q<+ 0
8: else
9 qg+—q-+1

10:  Update Ul = U

11:  Go back to line 2

12: end if

13: Apply ugp = u;’;lk to the system
14: Go back to line 1

Fig. 4. The Path-planning algorithm

Fig. 5. Lego® Mindstorms ® NXT configuration

—0.1 < AT <0.1(N/s) and 0 < v < 1(m/s). ¢, z and y
are unconstrained. Both constants of the PV model are set as
7=2(1/s) and k = 2 (1/kg). As we are interested in having
the computed path pass sufficiently close to the waypoints, but
not exactly through them, we define a circular area centered at
each waypoint. If the path passes through this area, then we
consider that the corresponding waypoint has been reached.
For all waypoints we set this area to a disk with a radius of
r = 0.05 (m). We assume that the computed path should pass

sufficiently close to the following waypoinﬂ

wy = [0, 1.5, 0]7. (15)

We also consider the presence of a circular obstacle which is
located at ¢, = [0, 0.75]7 (m) with radius 7, = 0.15 (m). In
order to take into account this obstacle in the path-planning
stage we simply include the following constraint in problem
(13):

(ke — Cop)® + Wik — Co, ) =12 (16)

where ¢, and ¢,, denote the z and y components of vector
Co.

To solve the Lego® Mindstorms® NXT UGV guidance
problem, we use the NMPC technique configured with a
horizon N = 5 and the following mathematical model

V] COS Yy
(% sin 1/1[ s
wy

a7

where x = [z, y;,4;]7 is the state vector, ; and 7; denote
the Lego® position and v); denotes its yaw angle. The control
input vector u = [v;,w;]” includes the linear and angular
velocities v; and wj, respectively. It should be noticed that
the model used to control the Lego® Mindstorms®
NXT robot is different from the plant, which is a much more
complex model.

The estimation of the states was performed using only
odometry and the Moving Horizon Estimation (MHE) tech-
nique presented in , with a horizon N = 5. Both, the
NMPC and the MHE algorithms were executed in a Raspberry
Pi3 boarcﬂ The reference optimal path was computed offline
and it was sent to the Raspberry Pi 3 using a TCP socket.

Assuming that both the PV and the Lego® UGV have the
same initial position and orientation angle, the result of the
Lego® path-following maneuver is shown in Fig. [6l As it can
be seen, the Lego® UGYV is able to follow the computed path
quite well. This is mainly due to the fact that the path-planning
algorithm generates a trajectory that is feasible and takes into
account the dynamic constraints of the Lego® UGV. The
errors appearing between the reference path and the Lego®
position are due to the fact that we estimate states using
odometry, i.e. we only use motor encoders (whose resolution is
1 (deg)) to estimate the states of the Lego® UGV, and because
we do not consider the backlash of the gear train of the motors.

V. CONCLUSIONS

In this article we have presented a path-planning algorithm
that can be used to guide any kind of unmanned vehicle
towards desired targets. The proposed algorithm handles the
problem of finding the optimal path towards desired way-
points, while taking into account the kinematics, the dynamics

8 As the experimental example is performed for the 2D case, the components
of the following waypoint denote, respectively, x-coordinate, y-coordinate and
speed.

9https://www.raspberrypi.org/
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Fig. 6. Path-following with a Lego® Mindstorms® NXT robot

and constraints of the vehicle. We used a simplified particle
vehicle model and the iterated non-linear model predictive
control technique to control the velocity vector of this particle
vehicle model. By controlling this vector we have actually
determined the path that the particle vehicle model should
take in order to reach the targets. Because we have used
the iterated NMPC algorithm [14], optimality, stability and
feasibility can be guaranteed. The performance and capabilities
of the proposed path-planning algorithm were demonstrated
through a path-generation and path-following experimental
example. The path-following capabilities were explored using
a Lego® Mindstorms® NXT UGV which is able to follow the
computed feasible path. Considering that the estimation of the
states of the Lego® was performed using only odometry, we
consider that the experimental results obtained are satisfactory.
As future work, we propose to add more sensors (like GPS and
Inertial Measurement Units (IMUs)) to the system and to fuse
data given by these sensors in order obtain more precision.
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