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Abstract

Hidden Markov models have been found very useful for a wide range of applications in machine learning and pattern recognition. The wavelet transform has emerged as a new tool for signal and image analysis. Learning models for wavelet coefficients have been mainly based on fixed-length sequences, but real applications often require to model variable-length, very long or real-time sequences. In this paper, we propose a new learning architecture for sequences analyzed on short-term basis, but not assuming stationarity within each frame. Long-term dependencies will be modeled with a hidden Markov model which, in each internal state, will deal with the local dynamics in the wavelet domain, using a hidden Markov tree. The training algorithms for all the parameters in the composite model are developed using the expectation-maximization framework. This novel learning architecture could be useful for a wide range of applications. We detail two experiments with artificial and
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real data: model-based denoising and speech recognition. Denoising results indicate that the proposed model and learning algorithm are more effective than previous approaches based on isolated hidden Markov trees. In the case of the ‘Doppler’ benchmark sequence, with 1024 samples and additive white noise, the new method reduced the mean squared error from 1.0 to 0.0842. The proposed methods for feature extraction, modeling and learning, increased the phoneme recognition rates in 28.13%, with better convergence than models based on Gaussian mixtures.
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1 Introduction

Hidden Markov models (HMM) have been widely used in different areas of machine learning and pattern recognition, such as computer vision, bioinformatics, speech recognition, medical diagnosis and many others [1–4]. On the other hand, from its early applications, wavelet transform has shown to be a very interesting representation for signal and image analysis [5–7].

Learning algorithms for wavelet coefficients were initially based on the traditional assumptions of independence and Gaussianity. Statistical dependence at different scales and non-Gaussian statistics were considered in [8] with the introduction of the hidden Markov trees (HMT). Training algorithms for these models are based in a previous development of an expectation-maximization (EM) algorithm for dependence tree models [9]. In the last years, the HMT
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model has been improved in several ways, for example, using more states within each HMT node, developing more efficient algorithms for initialization and training, and extending the architecture to complex wavelets [10–12]. More recently, a variational formulation of the HMT parameter estimation has been developed in [13].

In relation to the applications, HMT has received considerable attention during the last years. For example, in computer vision we can find: object localization [14,15], texture segmentation [16–18], image denoising and inpainting [19–22], super resolution imaging [23], and writer identification [24]. Regarding signal processing applications we can mention: biomedical signal detection [25], modeling for compressive sensing [26] and audio coding [27,28].

While HMT cannot deal with long term dependencies and variable length sequences, continuous HMM provides a probability distribution over sequences of continuous data in \( \mathbb{R}^N \). A general model for the continuous observation densities is the Gaussian mixture model (GMM) [29]. The HMM-GMM architecture has been widely used, for example, in speech recognition modelling [3,30]. The most important advantage of the HMM lies in that they can deal with sequences of variable length. However, if the whole sequence is analyzed with the standard discrete wavelet transform (DWT), like in the case of HMT, a representation whose structure is dependent on the sequence length is obtained. Therefore, the learning architecture must be trained and used only for this sequence length or, otherwise, a warping preprocessing is required (to fit the sequence length to the model structure). On the other hand, in HMM modeling, stationarity is generally assumed withing each observation in the sequence. This stationarity hypothesis can be removed when the observed features are extracted by the DWT, but a suitable statistical model for learning
these features in the wavelet domain is required.

In [31] a recursive hierarchical generalization of discrete HMM was proposed. The authors applied the model to learn the multiresolution structure of natural English text and cursive handwriting. Some years later, a simpler inference algorithm was developed by formulating a hierarchical HMM as a special kind of dynamic Bayesian networks [32]. A wide review about multiresolution Markov models was provided in [33], with special emphasis on applications to signal and image processing. A dual-Markov architecture was proposed in [34]. The model was trained by means of an iterative process, where the most probable sequence of states is identified, and each internal model is adapted with the selected observations. A similar Viterbi training, applied to image segmentation, was proposed in [35]. However, in both cases the model consists of two separated entities that work in a coupled way by means of a forced state alignment in the external model. In contrast, Weber et al. [36] proposed an EM algorithm for the full model, composed of an external HMM that for each state, an internal HMM provides the observation probability distribution.

Combining the advantages of the HMM to deal with variable length sequences and of the HMT to model the dependencies between the DWT coefficients, in this paper we propose an EM algorithm to train a composite model in which each state of the HMM uses the observation density provided by an HMT. In this HMM-HMT composite model, the HMM handles the long term dynamics of the sequence, while the local dynamics are appropriately captured, in the wavelet domain, by the set of HMT models. The proposed algorithm can be easy generalized to sequences in $\mathbb{R}^{N \times N}$ with 2-D HMTs like those used in [37].

Starting from preliminary studies [38], in this paper we provide a detailed and self-contained theoretical description of the proposed model and algorithms,
the complete proofs of the training equations, the application of the model in denoising, and an extended experimental section on phoneme recognition. In the next section we introduce the notation and the basic results for HMM and HMT. To develop the proposed model, in Section 3 we define the join likelihood and we deduce the training equations for single and multiple observation sequences. In Section 4, experiments for denoising and recognition are discussed, using artificial and real data. A detailed description of the methods used for the feature extraction and for the reconstruction is provided. In the last section we present the main conclusions and some opened ideas for future works using this novel learning architecture.

2 Preliminaries

The model proposed in this work is a composition of two Markovian models. In this section we introduce the notation and we briefly review the basic training equations for the uncoupled models. They will provide the foundations for the development of the model proposed in Section 3.

2.1 Hidden Markov Models

To model a sequence $W = w^1, w^2, \ldots, w^T$, with $w^t \in \mathbb{R}^N$, a continuous HMM is defined with the structure $\vartheta = \{Q, A, \pi, B\}$, where:

i) $Q = \{Q\}$ is the set of states, where $Q$ is a discrete random state variable taking values $q \in \{1, 2, \ldots N_Q\}$.

ii) $A = [a_{ij}]$ is the matrix of transition probabilities, with $a_{ij} = \Pr(Q^t = j|Q^{t-1} = i), \forall i, j \in Q$, where $Q^t \in Q$ is the model state at time $t \in \mathbb{R}^N$. 

...
\( \{1, 2, \ldots, T\} \), \( a_{ij} \geq 0 \ \forall i, j \) and \( \sum_j a_{ij} = 1 \ \forall i \).

iii) \( \pi = [\pi_j = \Pr(Q^1 = j)] \) is the initial state probability vector. In the case of left-to-right HMM this vector is \( \pi = \delta_1 \).

iv) \( \mathcal{B} = \{b_k(w^t)\} \) is the set of observation (or emission) probability distributions \( b_k(w^t) = \Pr(W^t = w^t | Q^t = k), \ \forall k \in Q \).

With this definition in mind, in the next paragraphs the classic maximum likelihood estimate of an HMM will be briefly reviewed.

Assuming a first order Markov process and the statistical independence of the observations, the HMM likelihood can be defined using the probability of the observed data given the model:

\[
\mathcal{L}_{\vartheta}(W) = \sum_{\forall \mathbf{q}} \mathcal{L}_{\vartheta}(W, \mathbf{q}) \triangleq \sum_{\forall \mathbf{q}} \prod_{t} a_{q^{t-1}, q^{t}} b_{q^{t}}(w^t),
\]

where \( \forall \mathbf{q} \) stands for over all possible state sequences \( \mathbf{q} = q^1, q^2, \ldots, q^T \in \vartheta \) and \( a_{01} = \pi_1 = 1 \). To simplify the notation, in what follows we will indicate \( \Pr(w^t|q^t) \) as equivalent to \( \Pr(W^t = w^t | Q^t = q^t) \) or, in a similar way, \( \Pr(q^t|q^{t-1}) \equiv \Pr(Q^t = q^t | Q^{t-1} = q^{t-1}) \).

The EM algorithm is the most widely used way to maximize this likelihood [39]. The forward-backward algorithm provides an efficient method for the expectation step [40]. The expected values for the state probabilities in \( \vartheta \) can be calculated with the recursions

\[
\alpha^t(j) \triangleq \Pr \left( w^1, \ldots, w^t, q^t = j | \vartheta \right) \\
= b_j(w^t) \sum_i \alpha^{t-1}(i) a_{ij},
\]
\begin{align*}
\beta^t(j) & \triangleq \Pr \left( w^{t+1}, \ldots, w^T, q^t = j \mid \vartheta \right) \\
& = \sum_k a_{jk} b_k(w^{t+1}) \beta^{t+1}(k),
\end{align*}

initialized with \( \alpha^1(i) = \pi_i b_i(w^1) \forall i \) and \( \beta^T(k) = 1 \forall k \). Then, the probability of being in state \( i \) at time \( t \) is

\begin{align*}
\gamma^t(i) & \triangleq \Pr \left( q^t = i \mid W, \vartheta \right) \\
& = \frac{\alpha^t(i) \beta^t(i)}{\sum_i \alpha^t(i) \beta^t(i)} \tag{2}
\end{align*}

and the probability of being in state \( i \) at time \( t - 1 \), and in state \( j \) at time \( t \) is

\begin{align*}
\xi^t(i, j) & \triangleq \Pr \left( q^{t-1} = i, q^t = j \mid W, \vartheta \right) \\
& = \frac{\alpha^{t-1}(i) a_{ij} b_j(w^t) \beta^t(j)}{\sum_i \alpha^t(i) \beta^t(i)}. \tag{3}
\end{align*}

The learning rules can be obtained by maximizing the likelihood of the data as a function of the model parameters [41]. Thus, the transition probabilities can be estimated with

\[ a_{ij} = \frac{\sum_t \xi^t(i, j)}{\sum_t \gamma^t(i)}. \]

These equations can be easily extended for training from multiple observation sequences [42]. The corresponding learning rules for the parameters of the observation distributions are dependent on the chosen model for \( b_k(w^t) \).

Let $\mathbf{w} = [w_1, w_2, \ldots, w_N]$ be the concatenation of the wavelet coefficients obtained after performing a DWT with $J$ scales, without including $w_0$, the approximation coefficient at the coarsest scale. Therefore, $N = 2^J - 1$. The HMT can be defined with the structure $\theta = \langle U, R, \pi, \epsilon, F \rangle$, where:

i) $U = \{u\}$, with $u \in \{1, 2, \ldots, N\}$, is the set of nodes in the tree.

ii) $R = \bigcup_u R_u$ is the set of states in all the nodes of the tree, denoting with $R_u = \{R_u\}$ the set of discrete random state variables in the node $u$, and $R_u$ taking values $r_u \in \{1, 2, \ldots, M\}$.

iii) $\epsilon = [\epsilon_{u,mn}]$, with $\epsilon_{u,mn} = \Pr(R_u = m | R_{\rho(u)} = n)$, $\forall m \in R_u, \forall n \in R_{\rho(u)}$, is the array whose elements hold the conditional probability of node $u$, being in state $m$, given that the state in its parent node $\rho(u)$ is $n$, and satisfy $\sum_m \epsilon_{u,mn} = 1$.

iv) $\pi = [\pi_p]$, with $\pi_p = \Pr(R_1 = p)$, $\forall p \in R_1$, the probabilities for the root node being on state $p$.

v) $F = \{f_{u,m}(w_u)\}$, are the observation probability distributions, with $f_{u,m}(w_u) = \Pr(W_u = w_u | R_u = m)$ the probability of observing the wavelet coefficient $w_u$ with the state $m$ (in the node $u$).

Additionally, the following notation will be used:

- $C(u) = \{c_1(u), \ldots, c_{N_u}(u)\}$ is the set of children of the node $u$.
- $T_u$ is the subtree observed from the node $u$ (including all its descendants).
- $T_{u\setminus v}$ is the subtree from node $u$ but excluding node $v$ and all its descendants.

As in the sequence $\mathbf{q}$ for HMM, we will use the notation $\mathbf{r} = [r_1, r_2, \ldots, r_N]$ to refer a particular combination of hidden states in the HMT nodes.
Assuming that the following three basic properties in the HMT are true:

(1) \( \Pr(r_u = m \mid \{r_v \neq u\}) = \Pr(r_u = m \mid r_{\rho(u)}, r_{c_1(u)}, r_{c_2(u)}, \ldots, r_{c_N(u)}) \), the Markovian dependencies for trees,

(2) \( \Pr(w \mid r) = \prod_u \Pr(w_u \mid r) \), the statistical independence of the observed data given the hidden states,

(3) \( \Pr(w_u \mid r) = \Pr(w_u \mid r_u) \), the statistical independence of the observed coefficient in node \( u \) to the states in the other nodes of the tree,

and using the standard definition \( \mathcal{L}_\theta(w, r) \triangleq \Pr(w, r \mid \theta) \), the HMT likelihood is

\[
\mathcal{L}_\theta(w) = \sum_{\forall r} \mathcal{L}_\theta(w, r) = \sum_{\forall r} \prod_u \epsilon_{u,r_{\rho(u)}} f_{u,r_u}(w_u),
\]

where \( \forall r \) means that we include all the possible combinations of hidden states in the tree nodes and \( \epsilon_{1,r_{\rho(1)}} = \pi_{r_1} \).

For the computation of the expected values in the EM algorithm, the upward-downward recursions are used, in a similar way than the forward-backward ones in HMM. For this algorithm the following quantities are defined [9]:

\[
\alpha_u(n) \triangleq \Pr(T_{1 \setminus u}, r_u = n \mid \theta), \\
\beta_u(n) \triangleq \Pr(T_u \mid r_u = n, \theta), \\
\beta_{\rho(u),u}(n) \triangleq \Pr(T_u \mid r_{\rho(u)} = n, \theta).
\]

In the upward step the \( \beta \) quantities are computed as

\[
\beta_u(n) = f_{u,n}(w_u) \prod_{v \in C(u)} \beta_{u,v}(n), \\
\beta_{\rho(u),u}(n) = \sum_m \beta_u(m) \epsilon_{u,mn}.
\]
initialized with $\beta_u(n) = f_{n,u}(w_u) \ \forall u$ in the finest scale. Then, $\beta_{\rho(u),u}(n)$ is computed and the iterative process follows in the previous level, in an upward inductive tree traversal.

When the upward step reaches the root node, the downward step computes

$$
\alpha_u(n) = \sum_m \epsilon_{u,mn} \beta_{\rho(u)}(m) \alpha_{\rho(u)}(m) / \beta_{\rho(u),u}(m),
$$

starting from $\alpha_1(m) = \Pr(r_1 = m|\theta) = \pi_m$. The other two useful quantities are the probability of being in state $m$ of node $u$,

$$
\gamma_u(m) \triangleq \Pr(r_u = m|w, \theta) = \frac{\alpha_u(m) \beta_u(m)}{\sum_n \alpha_u(n) \beta_u(n)}, \tag{5}
$$

and the probability of being in state $m$ at node $u$, and the state $n$ at its parent node $\rho(u)$,

$$
\xi_u(m,n) \triangleq \Pr(r_u = m, r_{\rho(u)} = n|w, \theta) = \frac{\beta_u(m) \epsilon_{u,mn} \alpha_{\rho(u)}(n) \beta_{\rho(u)}(n) / \beta_{\rho(u),u}(n)}{\sum_n \alpha_u(n) \beta_u(n)}. \tag{6}
$$

If we consider the maximization for multiple observations $\mathcal{W} = \{w^1, w^2, \ldots, w^L\}$, with $w^\ell \in \mathbb{R}^N$, the conditional probabilities $\epsilon_{u,mn}$ can be estimated from

$$
\epsilon_{u,mn} = \frac{\sum_{\ell} \epsilon^\ell_{u,m}(m,n)}{\sum_{\ell} \gamma^\ell_{\rho(u)}(n)}.
$$
and using a normal distribution for the observation probability distributions,

\[ f_{u,r_u}(w_u) = \frac{1}{\sqrt{2\pi}\sigma} \exp\left(-\frac{1}{2}\left(w_u - \mu_{u,r_u}\right)^2/\sigma_{u,r_u}^2\right), \]  

we have [8]

\[ \mu_{u,m} = \frac{\sum_{\ell} w_{u,\ell} \gamma_{u,\ell}^\ell(m)}{\sum_{\ell} \gamma_{u,\ell}^\ell(m)}, \]

and

\[ \sigma_{u,m}^2 = \frac{\sum_{\ell} (w_{u,\ell} - \mu_{u,m})^2 \gamma_{u,\ell}^\ell(m)}{\sum_{\ell} \gamma_{u,\ell}^\ell(m)}. \]

### 3 The HMM-HMT Model

In this section we introduce the HMM-HMT architecture and we describe the training algorithms. Once the join likelihood for the composite model is obtained, the auxiliary function of current and new parameters will be defined. Then, this function will be maximized to obtain the learning rules. Training algorithms for single and multiple observation sequences will be presented in Subsections 3.1 and 3.2. We will revise the relations between the obtained training formulas and the well known equations of the HMM-GMM architecture.

Let be \( \Theta \) an HMM like the one defined in Section 2.1 but using a set of HMTs to model the observation densities within each HMM state:

\[ b_q^t(\mathbf{w}^t) = \sum_{\forall r} \prod_{u} e_{u,r_u,r_p(u)}^{q^t} f_{u,r_u}^{q^t}(w_u^t). \]
To extend the notation in the composite model, we have added a superscript in the HMT variables to make reference to the state in the external HMM. For example, $\epsilon_{u,mn}^k$ will be the conditional probability that, in the state $k$ of the external HMM, the node $u$ is in state $m$ given that the state of its parent node $\rho(u)$ is $n$ (see Figure 1).

Thus, the complete join likelihood for the HMM-HMT can be computed as

$$
\mathcal{L}_\Theta(W) = \sum_{\forall q} \prod_t \left( a_{q^{t-1}q^t} \sum_{\forall r} \sum_{\forall u} \epsilon_{u,ru}^{q^t} \rho_u^{q^t}(w_{u}^{q^t}) \right) \\
= \sum_{\forall q} \sum_{\forall R} \prod_t a_{q^{t-1}q^t} \sum_{\forall u} \sum_{\forall r} \epsilon_{u,r_u^t}^{q^t} \rho_u^{q^t}(w_{u}^{q^t}) \\
\triangleq \sum_{\forall q} \sum_{\forall R} \mathcal{L}_\Theta(W, q, R),
$$

(9)

where $\forall R$ means all the possible sequences of all the possible combinations of hidden states $r^1, r^2, \ldots, r^T$ in the nodes of each tree.
3.1 Training Formulas

In this section we will obtain the maximum likelihood estimation of the model parameters. For the optimization, the auxiliary function can be defined as

\[
\mathcal{D}(\Theta, \bar{\Theta}) \triangleq \sum_{\forall q} \sum_{\forall R} \mathcal{L}_{\Theta}(W, q, R) \log (\mathcal{L}_{\bar{\Theta}}(W, q, R)), \tag{10}
\]

and using (9)

\[
\mathcal{D}(\Theta, \bar{\Theta}) = \sum_{\forall q} \sum_{\forall R} \mathcal{L}_{\Theta}(W, q, R) \cdot \left\{ \sum_t \log (a_{q^{t-1}q^t}) + \right. \\
+ \sum_t \sum_{\forall u} \left[ \log (c_{u,r^t_{\rho(u)}}^{q^t}) + \log (f_{u,r^t_{\rho(u)}}^{q^t}(w^t_u)) \right] \right\}. \tag{11}
\]

No changes are needed for the estimation of the transition probabilities in the HMM, \(a_{ij}\). Intuitively, one would anticipate that, on each internal HMT, the estimation of the model parameters will be affected by the probability of being in the HMM state \(k\) at time \(t\).

Let be \(q^t = k\), \(r_{\rho(u)}^t = m\) and \(r_{\rho(u)}^t = n\). To obtain the learning rule for \(\epsilon_{u, mn}^k\) the restriction \(\sum_m \epsilon_{u, mn}^k = 1\) should be satisfied. We can optimize

\[
\hat{\mathcal{D}}(\Theta, \bar{\Theta}) \triangleq \mathcal{D}(\Theta, \bar{\Theta}) + \sum_n \lambda_n \left( \sum_m \epsilon_{u, mn}^k - 1 \right)
\]

by means of \(\nabla_{\epsilon_{u, mn}^k} \hat{\mathcal{D}}(\Theta, \bar{\Theta}) = 0\). That is

\[
\sum_t \sum_{\forall q} \sum_{\forall R} \left( \mathcal{L}_{\Theta}(W, q, R) \frac{1}{\epsilon_{u, mn}^k} \right) + \lambda_n = 0. \tag{12}
\]
Summing on each side and applying the restriction $\sum_m \epsilon_{u,mn}^k = 1$ we have

$$- \sum_m \epsilon_{u,mn}^k \lambda_n = \sum_m \sum_t \sum_{\forall q/ q^t = k} \sum_{\forall R/ r^t_t = m} \sum_{\forall \rho(u)/ r^t_{\rho(u)} = n} \mathcal{L}_\Theta(W, q, R)$$

and thus

$$\lambda_n = - \sum_m \sum_t \mathcal{L}_\Theta(W, q^t = k, r^t_u = m, r^t_{\rho(u)} = n)$$

$$= - \sum_m \sum_t \Pr(q^t = k, W|\Theta) \Pr(r^t_u = m, r^t_{\rho(u)} = n|w^t, \theta^k).$$

Using this in (12) the training equation is obtained as

$$\epsilon_{u,mn}^k = \frac{\sum_t \Pr(q^t = k, W|\Theta) \Pr(r^t_u = m, r^t_{\rho(u)} = n|w^t, \theta^k)}{\sum_t \sum_m \sum_{\forall q/ q^t = k} \sum_{\forall R/ r^t_t = m} \sum_{\forall \rho(u)/ r^t_{\rho(u)} = n} \mathcal{L}_\Theta(W, q, R)}$$

$$= \frac{\sum_t \Pr(q^t = k|W, \Theta) \Pr(r^t_u = m, r^t_{\rho(u)} = n|w^t, \theta^k)}{\sum_t \Pr(q^t = k|W, \Theta) \Pr(r^t_{\rho(u)} = n|w^t, \theta^k)}$$

$$= \frac{\sum_t \gamma^t(k) \epsilon_{u,mn}^k(m, n)}{\sum_t \gamma^t(k) \gamma_{\rho(u)}(n)}.$$

(13)

For the observation distributions we use $f_{u,r^t_u}(w^t_u) = \mathcal{N}(w^t_u, \mu_{u,r^t_u}, \sigma_{u,r^t_u}^2)$, as in (7). From (11) we have
\[ \mathcal{D}(\Theta, \bar{\Theta}) = \sum_{q} \sum_{R} \mathcal{L}_{\Theta}(W, q, R) \cdot \left[ \sum_{t} \log(a_{q^{t-1}q^{t}}) + \sum_{t} \sum_{u} \log \left( \frac{e^{q_{u,t}^t r_{u,t}^t}}{\rho(u)} \right) + \sum_{t} \sum_{u} \left( -\frac{\log(2\pi)}{2} - \log(\sigma_{u,r_{u,t}^t}^{q_{u,t}^t}) - \frac{(w_{u,t}^t - \mu_{u,m,t}^{k, t})^2}{2(\sigma_{u,r_{u,t}^t}^{q_{u,t}^t})^2} \right) \right] \]  

\[ (14) \]

For the state \( r_{u,t}^t = m \) in the tree of external state \( q^t = k \), we obtain \( \mu_{u,m}^{k} \) by optimizing

\[ \nabla_{\mu_{u,m}^{k}} \hat{\mathcal{D}}(\Theta, \bar{\Theta}) = \sum_{t} \sum_{q} \sum_{R} \mathcal{L}_{\Theta}(W, q, R) \left( w_{u,t}^t - \mu_{u,m}^{k} \right) = 0, \]

thus

\[ \sum_{t} \mathcal{L}_{\Theta}(W, q^t = k, r_{u,t}^t = m) \left( w_{u,t}^t - \mu_{u,m}^{k} \right) = 0 \]

and we have

\[ \mu_{u,m}^{k} = \frac{\sum_{t} \Pr(q^t = k, W|\Theta) \Pr(r_{u,t}^t = m|W^t, \theta^k) w_{u,t}^t}{\sum_{t} \Pr(q^t = k, W|\Theta) \Pr(r_{u,t}^t = m|W^t, \theta^k)} \]

\[ = \frac{\sum_{t} \Pr(q^t = k|W, \Theta) \Pr(r_{u,t}^t = m|W^t, \theta^k) w_{u,t}^t}{\sum_{t} \Pr(q^t = k|W, \Theta) \Pr(r_{u,t}^t = m|W^t, \theta^k)} \]

\[ = \sum_{t} \frac{\gamma^t(k) \gamma_{u,m}^{k,t} w_{u,t}^t}{\sum_{t} \gamma^t(k) \gamma_{u,m}^{k,t}}. \]  

\[ (15) \]

In a similar way for \( \sigma_{u,m}^{k} \) we have
\[ \nabla_{(\sigma_{u,m})^2} \hat{D}(\Theta, \bar{\Theta}) = \sum_t \sum_{q^t=k} \sum_{r_u^t=m} \mathcal{L}_\Theta(W, q, R) \cdot \frac{1}{2(\sigma_{u,m})^2} \left( \frac{(w^t_{u} - \mu_{u,m}^t)^2}{(\sigma_{u,m}^k)^2} - 1 \right) = 0, \]

then

\[ \sum_t \mathcal{L}_\Theta(W, q^t = k, r_u^t = m) \left( \frac{(w^t_{u} - \mu_{u,m}^k)^2}{(\sigma_{u,m}^k)^2} - 1 \right) = 0 \]

and finally

\[ (\sigma_{u,m}^k)^2 = \frac{\sum_t \Pr(q^t = k, W|\Theta) \Pr(r_u^t = m|w^t, \theta^k) (w^t_{u} - \mu_{u,m}^k)^2}{\sum_t \Pr(q^t = k, W|\Theta) \Pr(r_u^t = m|w^t, \theta^k)} \]

\[ = \frac{\sum_t \Pr(q^t = k|W, \Theta) \Pr(r_u^t = m|w^t, \theta^k) (w^t_{u} - \mu_{u,m}^k)^2}{\sum_t \Pr(q^t = k|W, \Theta) \Pr(r_u^t = m|w^t, \theta^k)} \]

\[ = \frac{\sum_t \gamma^t(k) \gamma_u^t(m) (w^t_{u} - \mu_{u,m}^k)^2}{\sum_t \gamma^t(k) \gamma_u^t(m)}. \]

### 3.2 Multiple Observation Sequences

In practical situations we have a training set with a large number of observed data \( W = \{ W^1, W^2, \ldots, W^P \} \), where each observation consists of a sequence of evidences \( W^p = w^{p,1}, w^{p,2}, \ldots, w^{p,T_p} \), with \( w^{p,t} \in \mathbb{R}^N \). In this case we define the auxiliary function

\[ D(\Theta, \bar{\Theta}) \triangleq \frac{1}{P} \sum_{p=1}^P \frac{1}{\Pr(W_p|\Theta)} \sum_{q} \sum_{R} \mathcal{L}_\Theta(W^p, q, R) \log (\mathcal{L}_\Theta(W^p, q, R)) \]
\[ D(\Theta, \bar{\Theta}) = \sum_{p=1}^{P} \frac{1}{\Pr(W^p|\theta)} \sum_{\forall q} \sum_{\forall R} L_{\Theta}(W^p, q, R) \cdot \left\{ \sum_{t=1}^{T_p} \log(a_{q^{t-1}q^t}) + \sum_{t=1}^{T_p} \sum_{\forall u} \left[ \log \left( \epsilon_{u,r^t\rho(u)}^q \right) + \log \left( f_{u,r^t\rho(u)}^{q^t} (w_{u,t}^{p,t}) \right) \right] \right\}. \tag{17} \]

The development of the training formulas follows the ones presented for a single sequence. We just summarize here the main results:\(^1\):

- The training formula for the transition probabilities for the external HMM is

  \[ a_{ij} = \frac{\sum_{p=1}^{P} \sum_{t=1}^{T_p} \xi_{p,t}^{p,t}(i,j)}{\sum_{p=1}^{P} \sum_{t=1}^{T_p} \gamma_{p,t}(i)}, \]

  where \( \xi_{p,t}^{p,t}(i,j) \) and \( \gamma_{p,t}(i) \) are computed from (3) and (2), but using each of the sequences \( W^p \).

- The training formula for the transition probabilities in the HMTs is

  \[ \epsilon_{u,m,n}^k = \frac{\sum_{p=1}^{P} \sum_{t=1}^{T_p} \gamma_{p,t}(k) \xi_{u,t}^{p,t}(m,n)}{\sum_{p=1}^{P} \sum_{t=1}^{T_p} \gamma_{p,t}(k) \gamma_{u,t}^{p,t}(u)}(n) \]

- The training formula for the parameters in the observation distributions of the HMTs are

  \[ \mu_{u,m}^k = \frac{\sum_{p=1}^{P} \sum_{t=1}^{T_p} \gamma_{p,t}(k) \gamma_{u,t}^{p,t}(m) w_{u,t}^{p,t}}{\sum_{p=1}^{P} \sum_{t=1}^{T_p} \gamma_{p,t}(k) \gamma_{u,t}^{p,t}(m)} \]

---

\(^1\) Note that in this section we are introducing a new superscript \( p \) to denote the sequence used in the computation of the state probabilities.
and

\[(\sigma_{u,m}^k)^2 = \frac{\sum_{p=1}^{P} \sum_{t=1}^{T_p} \gamma_{u}^{p,t}(k) \gamma_{u}^{p,tk}(m) (u_{u}^{p,t} - \mu_{u,m}^k)^2}{\sum_{p=1}^{P} \sum_{t=1}^{T_p} \gamma_{u}^{p,t}(k) \gamma_{u}^{p,tk}(m)}\]

where \(\gamma_{u}^{p,t}(m)\) and \(\xi_{u}^{p,tk}(m, n)\) are computed from (5) and (6) but using \(w_{p,t}^u\) on each \(\theta^k\).

Note that this training approach is different from the one proposed in [8] and other similar works. In these cases only one sequence or image is used to train a tied model. The latter consists of only one node and its associated transition probabilities. Our approach is more similar to that used in classification tasks, where we have many sequences to train and test the full model.

### 3.3 Links to HMM-GMM

When \(b_k(\mathbf{w}^t)\) is a GMM we have

\[b_k(\mathbf{w}^t) = \sum_{m=1}^{M} c_m^k f_m^k(\mathbf{w}^t),\]

where \(\int_{-\infty}^{+\infty} b_k(\mathbf{w}^t) d\mathbf{w}^t \equiv 1 \ \forall j\), and

i) \(f_m^k(\mathbf{w}^t)\) are normal distributions \(\mathcal{N}(\mathbf{w}^t, \mu_m^k, \Sigma_m^k)\),

ii) \(c_m^k \in \mathbb{R}^+\) are the mixture weights, with \(\sum_m c_m^k = 1 \ \forall k\),

iii) \(\mu_m^k \in \mathbb{R}^N\) are the mean vectors, and

iv) \(\Sigma_m^k \in \mathbb{R}^{N \times N}\) are the covariance matrices.
For example, the means are estimated as \[43\]

\[
\mu_k^m = \frac{\sum_t \psi^t(k, m) w^t}{\sum_t \psi^t(k, m)},
\]

where

\[
\psi^t(k, m) = \frac{\sum_j \alpha^t-1(j) a_{jk} c_{m, f_m(k)} w^t \beta^t(k)}{\sum_i \alpha^t(i) \beta^t(i)} \tag{18}
\]

If we define

\[
\gamma_{tk}(m) \triangleq \frac{c_{m, f_m(w^t)}}{b_k(w^t)},
\]

we can rewrite (18) as

\[
\psi^t(k, m) = \frac{c_{m, f_m(w^t)}}{b_k(w^t)} \cdot \frac{\sum_j \alpha^t-1(j) a_{jk} b_k(w^t) \beta^t(k)}{\sum_i \alpha^t(i) \beta^t(i)}
\]

\[
= \gamma_{tk}(m) \sum_j \xi^t(j, k)
\]

\[
= \gamma_{tk}(m) \gamma^t(k),
\]

and the training formulas can be written as

\[
\mu_k^m = \frac{\sum_t \gamma^t(k) \gamma_{tk}(m) w^t}{\sum_t \gamma^t(k) \gamma_{tk}(m)}.
\]

This equation has the same structure as (15), providing an important simplification for practical implementation of training algorithms. In the first step of the EM algorithm we can compute the conditional probability \(\gamma_{tk}(m)\) for the GMMs or, in a similar way, \(\gamma_{tk}(m)\) and \(\xi_{tu}(m, n)\) for the HMTs. Then,
the observation probabilities for each state in the external HMM can be computed using 
\[ b_k(w^t) = \sum_m c_m^{k} f_m^{k}(w^t) \] for the GMMs or, after the upward-downward algorithm, using 
\[ b_k(w^t) = \sum_n a_u^{tk}(n) \beta_u^{tk}(n) \] for the HMTs. Finally, the forward-backward recursion in the external HMM allows to compute the quantities \( \gamma^t(i) \) and \( \xi^t(i, j) \) directly by using (2) and (3).

4 Experimental Results and Discussion

In this section we test the proposed model in two applications: a model-based denoising of artificially generated data and the automatic recognition of real speech. The first series of experiments was conducted with the Donoho’s test series [44]. These data were widely used for benchmarking algorithms for signal estimation and denoising. Doppler and Heavisine data series were selected because they have similar characteristics to speech and we are interested in future applications of the model to robust speech recognition. These sequences can be generated artificially and sampled to get different lengths.

The TIMIT speech corpus [45] was used for the phoneme recognition experiments. TIMIT is a well known corpus that has been extensively used for research in automatic speech recognition. From this corpus five phonemes that are difficult to classify have been selected. We briefly describe here some of their characteristics. The voiced stops /b/ and /d/ have a very similar articulation (bilabial/alveolar) and different phonetic variants according to the context (allophones). Vowels /eh/ and /ih/ were selected because their formants are very close. Thus, these phonemes are very confusable. To complete the selected phonemes, the affricate phoneme /jh/ was added as representative of the voiceless group [46]. Table 1 shows the number of train and test
Table 1
Selected phonemes from TIMIT speech corpus. The duration values give an idea of the length variability in the sequences.

<table>
<thead>
<tr>
<th>Phonemes</th>
<th>/b/</th>
<th>/d/</th>
<th>/eh/</th>
<th>/ih/</th>
<th>/jh/</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train patterns</td>
<td>2181</td>
<td>3548</td>
<td>3853</td>
<td>5051</td>
<td>1209</td>
</tr>
<tr>
<td>Test patterns</td>
<td>886</td>
<td>1245</td>
<td>1440</td>
<td>1709</td>
<td>372</td>
</tr>
<tr>
<td>Duration min.</td>
<td>93</td>
<td>81</td>
<td>480</td>
<td>300</td>
<td>315</td>
</tr>
<tr>
<td>[samples] ave.</td>
<td>292</td>
<td>363</td>
<td>1417</td>
<td>1234</td>
<td>942</td>
</tr>
<tr>
<td>max.</td>
<td>1229</td>
<td>1468</td>
<td>3280</td>
<td>3595</td>
<td>2194</td>
</tr>
</tbody>
</table>

samples for each phoneme in the TIMIT corpus. The minimum, maximum and average duration of the phonemes are also indicated, to provide an idea of the length variability in the patterns to be recognized.

Regarding practical issues, the training equations have been implemented in logarithmic scale to perform a more efficient computation of products and to avoid underflow errors in the probability accumulators (about this problem see [11]). In addition, underflow errors have been reduced because in the HMM-HMT architecture each DWT is in a lower dimension than the one resulting from an unique HMT for the whole sequence. Recall that, in our model, the long temporal dependencies are modeled with the external HMM. All the learning algorithms and the transforms used in the experiments have been implemented in C++ from scratch\(^2\).

The experimental details and results will be presented in what follows.

\(^2\) The source code can be downloaded from: http://downloads.sourceforge.net/sourcesinc/po-0.3.7
4.1 Model-based Denoising

This application not only requires the extraction of features, but also the reconstruction of the cleaned data. Figure 2 shows the whole process of feature extraction (or analysis) and the reconstruction (or synthesis) after denoising with the HMM-HMT. Frame by frame, each local feature is extracted using a Hamming window of width $N_w$, shifted in steps of $N_s$ samples [30]. To avoid the information loss at the beginning of the sequence, the first window begins $N_o$ samples out (with zero padding). A similar procedure is used to avoid information loss at the end of the sequence.

In the next step a DWT is applied to each windowed frame. The DWT has been implemented by a fast pyramidal algorithm [5], using periodic convolutions and Daubechies-8 wavelet [47]. Preliminary tests have been carried out with other Daubechies and Spline wavelets, but no significant differences have been found in the results.

For model-based denoising, the proposed model has been applied in an empirical Wiener filter like the one used in [8]. Taking into account that in our case we allow the mean of the signal to be different from zero, it was subtracted before filtering and was added again after filtering:

$$\tilde{w}^t_u = \sum_k \gamma^t(k) \sum_m \gamma^{tk}_u(m) \left( \frac{(\sigma^k_{u,m})^2}{(h_k \sigma_w)^2 + (\sigma^k_{u,m})^2} (w^t_u - \mu^k_{u,m}) + \mu^k_{u,m} \right), \quad (19)$$

where $w^t_u$ is the noisy wavelet coefficient and $\tilde{w}^t_u$ the cleaned one. The state probabilities are: 1) $\gamma^t(k)$, the probability of being in state $k$ (of the external HMM) at time $t$ and 2) $\gamma^{tk}_u(m)$, the probability of being in state $m$ of the node $u$, in the HMT corresponding to the state $k$ in the HMM and at time $t$. The
model parameters are the estimated deviation \( (\sigma_{u,m}^k) \) and the estimated mean \( (\mu_{u,m}^k) \) of the coefficient at node \( u \), according to the node state \( m \) of the HMT in the state \( k \) of the HMM. Note that the estimated noise deviation, \( \tilde{\sigma}_w \), is multiplied by \( h_u \), the corresponding attenuation introduced by the window in the frame analysis, subsampled as the wavelet coefficient in the node \( u \). For the noise deviation we used the median estimate but, in this case, we have considered the median of the medians in all frames:

\[
\tilde{\sigma}_w = \frac{1}{0.67 \text{ med}_k \left\{ \frac{1}{0.54} \text{ med}_{2^{-1} \leq u \leq 2^j} \left\{ |w_u^f| \right\} \right\}},
\]

where 0.54 is the median of the Hamming window and 0.67 is a constant empirically determined from the data (as suggested in [44]). This is a simple and fast estimator for white noise, but not very accurate. We have verified that in most of the cases the estimation was below the real deviation (around 0.8). However, by setting \( \tilde{\sigma}_w \) with arbitrary values, we have empirically verified that the filter (19) is robust to these estimation biases. Using white noise with variance 1.0, and fixing \( \tilde{\sigma}_w \in [0.7, 1.3] \), we performed a series of 10 denoising experiments for each \( \tilde{\sigma}_w \). All the obtained mean-squared errors (MSE) were around 5\% of the ones obtained with real noise variance \( (\tilde{\sigma}_w = 1.0) \).

HMTs with 2 states per node have been used in all the experiments of this section. The external models have been left-to-right HMM, with transitions \( a_{ij} = 0 \ \forall j > i + 1 \). The only limitation of this architecture is that it is not possible to model sequences with less frames than states in the model, but there is not a limitation to the maximum number of frames in the sequence.

The synthesis consists of inverting each DWT for the processed trees and add each one with the corresponding shift. Then, the inverse of the sum of all used
Fig. 2. Feature extraction, HMM denoising/classification and re-synthesis. In the left, each frame is multiplied by a Hamming window and transformed with the DWT. In the right, each denoised wavelet tree is inverted with the DWT\(^{-1}\) and added in their corresponding position to build the whole data. Then the inverse of the sum of all the applied windows is multiplied to the whole signal to revert the effect of the windowing. Note that the re-synthesis stage is not required in the classification experiments.

windows is applied (right part in the Figure 2). To avoid the border effects due to the periodic convolutions in the DWT, the first and last 8 samples in the inverted frame were not considered.

Several experiments have been conducted to evaluate the impact of the most important parameters regarding the feature extraction and the HMM-HMT architecture. Feature extraction has been tested for \(N_w \in \{128, 256, 512\}\) and \(N_s \in \{64, 128, 256\}\) (note that not all the combinations are possible, for example, the reconstruction would be impossible if \(N_w = 128\) and \(N_s = 128\)). On each denoising test, the mean-squared error between the clean and denoised data has been computed.

The MSE as function of the number of states in the HMM, obtained in the case of Heavisine data with \(N_x = 2048\), \(N_w = 512\) and \(N_s = 256\), is shown in Figure 3. All MSE are averages over the same 10 test sequences. It can be appreciated that the increment in the number of states in the external HMM \((N_Q)\) reduces the MSE. Therefore, this is advantageous for the model until \(N_Q\) reaches the number of frames in the sequence. In this case, we have sequences of length \(T = 8\), and then, given a left-to-right HMM, the maximum number
This example is for training with 30 realizations of noisy Heavisine with $N_x = 2048$, $N_w = 512$ and $N_s = 256$. Error bars show the maximum, minimum and average for testing with 10 realizations with noise variance 1.0.

In all these tests, the training set consisted of 30 sequences generated by adding a dither with variance 0.1. However, we have verified that the number of sequences in the training set is not so important because the learning algorithms can extract the relevant characteristics with just a few sequences (see Figure 4).

Table 2 presents a summary of results for different sequence lengths and additive noises. White noise was standard Gaussian noise of zero mean and variance...
1.0, that is, a MSE of 1.0. The impulsive noise has been generated according to an $\varepsilon$ mixture of zero-mean Gaussians

$$I(\sigma_I, \sigma_B, \varepsilon) = \varepsilon N(0, \sigma_I) + (1-\varepsilon)N(0, \sigma_B),$$

where $\sigma_I$ is the standard deviation for the peaks of impulsive noise, $\sigma_B$ is the standard deviation for the background noise ($\sigma_B \ll \sigma_I$) and $\varepsilon$ is the weight or relative frequency of impulses occurrence [48,49]. In the present experiments, we have selected $\sigma_I = 7.5$, $\sigma_B = 0.75$ and $\varepsilon = 0.01$, so that the global MSE of the impulsive noise was similar to the one of the white noise.

For this type of noise, another interesting error measure is the normalized maximum amplitude error (NMAE), defined as

$$\varepsilon_{\text{NMAE}} = \frac{\max(s - \bar{s})}{\max(s) - \min(s)},$$

where $s$ is the clean data and $\bar{s}$ is the denoised data. NMAE emphasizes the maximum peak of the error instead of the average error over all the sequence. Therefore, this is an appropriate measure for impulsive noise and similar recording artifacts or outliers in the data [50].

Results on Table 2 have been obtained with the best parameters for feature extraction and modeling ($N_w$, $N_s$ and $N_Q$), for each length $N_x$. All the experiments in this table have been carried out using 30 sequences for training and the error measures have been averaged over 30 different testing sequences. It can be seen that as $N_x$ increases, it is convenient to extend the window size and step in the feature extraction. As in Figure 3, the number of states $N_Q$, in the external HMM, also grows to fit the frames in the sequence. It means
Table 2
Denoising results for artificial sequences corrupted with additive white and impulsive noise. For each sequence length $N_x$, the MSE and NMAE measures are summarized for the best combination of parameters for feature extraction and modeling ($N_w$, $N_s$ and $N_Q$).

<table>
<thead>
<tr>
<th>Parameters</th>
<th>White noise</th>
<th>Impulsive noise</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSE NMAE</td>
<td>MSE NMAE</td>
</tr>
<tr>
<td>$N_x$ $N_w$ $N_s$ $N_Q$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Doppler</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1024 256 128 7</td>
<td>0.0842 0.0860</td>
<td>0.0830 0.0860</td>
</tr>
<tr>
<td>2048 256 128 9</td>
<td>0.0751 0.0962</td>
<td>0.0727 0.0986</td>
</tr>
<tr>
<td>4096 512 256 11</td>
<td>0.0559 0.1062</td>
<td>0.0533 0.0947</td>
</tr>
<tr>
<td>Heavisine</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1024 512 256 3</td>
<td>0.0567 0.0580</td>
<td>0.0581 0.0709</td>
</tr>
<tr>
<td>2048 512 256 7</td>
<td>0.0359 0.0741</td>
<td>0.0366 0.0832</td>
</tr>
<tr>
<td>4096 512 256 15</td>
<td>0.0198 0.0572</td>
<td>0.0206 0.0581</td>
</tr>
</tbody>
</table>

that the number of states grows, avoiding to model two frames with the same HMT. At this point, it is worthwhile to recall that that both in the training and in the test sequences, the features are always synchronized in time. The performance of the same model, but with wrapped and shifted sequences in the test set, has been experimentally studied in [51]. Additionally, it can be verified, as in the original work of Donoho [44], that the MSE is reduced with $N_x$ given that the model can provide a better smoothing for the same waveform with more samples. In [8] a tied version of HMT is compared with the standard ShureShrink and other methods, for the same Donoho’s test series, $N = 1024$ and using averaged MSE. The approach proposed in our work provides a more complete model because it includes the relationships between parent and children nodes separately, at all levels of resolution and all time shifts. Our approach produced a lower MSE compared to the isolated and tied HMT due to two additional reasons: the flexibility provided for the external states in the HMM and the reduced depth in each HMT. The external states in the HMM provides more expression power for the modeling of long-term
dynamics, and provides the possibility of having a tree specialized in each region of the signal. In fact, in Table 2 we can see that the optimal number of states is always increased with the sequences length. The reduced depth is important not only in relation to the model complexity but also to improve the computation of the $\gamma^{tk}(m)$ probabilities, avoiding numerical issues in a simpler way than the method proposed in [11].

Concerning impulsive noise, it can be seen that the proposed method for model-based denoised is not sensitive to the peaks of the noise, and both the MSE as the NMAE are similar to those for white noise. This can be seen in detail in Figure 5, where the clean Doppler and Heavisine waveforms are shown in the middle (c-d). In the top of the figure (a-b), approximately six important peaks of impulsive noise can be distinguished in each sequence. Neither of the denoised waveform versions (e-f) appear to be affected by the peaks. In these figures, it has been used an example with a NMAE approximately equals to the average value corresponding to $N_x = 1024$ in Table 2. Note that for $N_x = 2048$ and $N_x = 4096$ the NMAE was slightly increased. This could be because increasing the number of samples increases the relative number of peaks (for the same waveform and fixed probability $\varepsilon$).

For further analysis of denoising capabilities, in Table 3 the experiments for white noise and $N_x = 1024$ have been replicated for 10 different values of the $\sigma_\omega$. In this table MSE and NMAE are complemented with the signal to noise ratio (SNR), an error measure often used in the signal processing area. White noise realizations have been scaled to obtain standard deviations from 1.0 to 10.0. Then, these noise realizations have been added to the clean sequences. In this way, the resulting MSE measured in the corrupted data is independent of the clean sequence ($e_{MSE} \approx \sigma_\omega^2$). Note that in this Table, for $\sigma_\omega = 1.0$, the
Fig. 5. Denoising examples with Doppler (left) and Heavisine (right) waveforms of length $N_x = 1024$. In the middle, the subfigures c) and d) are the original (clean) sequences. In the top, the sequences contaminated with impulsive noise are shown in gray and in the same plot the denoised sequences are shown in black solid lines. The bottom subfigures show the noisy and denoised sequences for an example with approximately the same MSE as the corresponding average MSE in Table 2.

values of MSE and NMAE in each sequence (Doppler and Heavisine) are the same as in Table 2 for $N_x = 1024$. However, while the MSE of the corrupted sequences (quadratically) increases, the MSE of the cleaned sequences does not change significantly. In this range of $\sigma_\omega$, while the value of MSE of corrupted data has increased 100 times, the MSE for Doppler denoised sequences has only increased 50 times and, in the case of Heavisine, the increment has been only about 30 times. This is mainly because the HMM-HMT model holds the
Table 3
Denoising results for artificial sequences corrupted with additive white noise of standard deviation ranging from 1.0 to 10.0. For these experiments $N_x = 1024$.

<table>
<thead>
<tr>
<th></th>
<th>MSE</th>
<th>NMAE</th>
<th>SNR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\sigma_w$</td>
<td>noisy</td>
<td>denoised</td>
</tr>
<tr>
<td>Doppler</td>
<td>1.0</td>
<td>1.0040</td>
<td>0.0842</td>
</tr>
<tr>
<td></td>
<td>$N_w = 256$</td>
<td>2.0</td>
<td>4.0498</td>
</tr>
<tr>
<td></td>
<td>$N_s = 128$</td>
<td>3.0</td>
<td>9.1717</td>
</tr>
<tr>
<td></td>
<td>$N_Q = 7$</td>
<td>4.0</td>
<td>16.3711</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.0</td>
<td>25.6478</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6.0</td>
<td>37.0020</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7.0</td>
<td>50.4336</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8.0</td>
<td>65.9426</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9.0</td>
<td>83.5291</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10.0</td>
<td>103.1930</td>
</tr>
<tr>
<td>Heavisine</td>
<td>1.0</td>
<td>1.0040</td>
<td>0.0567</td>
</tr>
<tr>
<td></td>
<td>$N_w = 512$</td>
<td>2.0</td>
<td>4.0498</td>
</tr>
<tr>
<td></td>
<td>$N_s = 256$</td>
<td>3.0</td>
<td>9.1717</td>
</tr>
<tr>
<td></td>
<td>$N_Q = 3$</td>
<td>4.0</td>
<td>16.3711</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.0</td>
<td>25.6478</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6.0</td>
<td>37.0020</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7.0</td>
<td>50.4336</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8.0</td>
<td>65.9426</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9.0</td>
<td>83.5291</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10.0</td>
<td>103.1930</td>
</tr>
</tbody>
</table>

structure of the sequences in all the scales, with a detailed internal model for different regions in time. In the case of NMAE measures, the amplitude of peaks in corrupted data is increased about 10 times, while in the denoised sequences the NMAE increased just 5 times for Doppler and about 3 times for Heavisine. The most important discrepancies among the values of NMAE can be observed in the Doppler waveform. As Figure 5 suggests, this might be due
to the fact that the high frequency bursts in the first samples are difficult to model in these noisy conditions. The general Heavisine waveform is smoother than the previous one, and the two discontinuities are easier to model with the localized HMTs, given that the training sequences are always synchronized.

As stated before, the main advantage of the HMM-HMT is that it provides a set of small models that fit each region of the data. In the SNR measures an average noise reduction of 13.2 dB for Doppler and 16.5 dB for Heavisine can be appreciated. Moreover, it can be noted that when more noise is added, more denoising effect is obtained, with reductions from 10 to 14 dB for Doppler and from 12 to 18 dB for Heavisine case. In the worst case (about -3 dB SNR), it can be seen that denoised sequence has a residual noise similar to the corrupted sequences with $\sigma_w < 2$, like the noisy data of Figure 5. This emphasizes the fact that the empirical Wiener filter can exploit the information, about the clean sequences structure, given by the HMM-HMT model.

### 4.2 Speech Recognition

In this section, we explore the application of the HMM-HMT in a traditional task in pattern recognition. Preliminary results for this task were presented in [38]. For these series of experiments, the analysis of the sequences is very similar to the presented in the previous section, but for classification, only the feature extraction is needed (see left part of the Figure 2). A separate model has been trained for each phoneme and the recognition has been performed by the maximum-likelihood classifier.

In a first study, different recognition architectures have been compared, but setting them to have the total number of trainable parameters ($\#TP$) in the
Table 4
Recognition rates (RR%) for TIMIT phonemes using models with a similar number of trainable parameters (#TP) and the standard DWT. Each learning model was trained and tested with two frame sizes ($N_w$) in the feature extraction. The dialectical region 1 of TIMIT was used in this experiment.

<table>
<thead>
<tr>
<th>Learning Model</th>
<th>Architecture</th>
<th>$N_w=128$ #TP RR%</th>
<th>$N_w=256$ #TP RR%</th>
<th>Average RR%</th>
</tr>
</thead>
<tbody>
<tr>
<td>GMM</td>
<td>– 4</td>
<td>1280 28.99</td>
<td>2052 29.88</td>
<td>29.44</td>
</tr>
<tr>
<td>HMT</td>
<td>– 2</td>
<td>1280 31.36</td>
<td>2560 36.39</td>
<td>33.88</td>
</tr>
<tr>
<td>HMM-GMM</td>
<td>3 4</td>
<td>3849 35.21</td>
<td>6165 37.87</td>
<td>36.54</td>
</tr>
<tr>
<td>HMM-HMT</td>
<td>3 2</td>
<td>3849 47.34</td>
<td>7689 39.64</td>
<td>43.49</td>
</tr>
</tbody>
</table>

same order of magnitude. Table 4 shows the recognition rates (RR) for GMM, HMT, HMM-GMM and HMM-HMT\(^3\). For HMM-GMM and HMM-HMT the external HMM have connections $i \rightarrow i$, $i \rightarrow (i+1)$ and $i \rightarrow (i+2)$ (see Figure 1). The last link allows to model the shortest sequences, with less frames than states in the model. In both, GMM and HMM-GMM, the Gaussians in the mixture have been modeled with diagonal covariance matrices.

The maximum number of train iterations used for all experiments was 10, but also, as finalization criteria, the training process was stopped if the average (log) probability of the model given the training sequences was improved less than 1%. In most of the cases, the training converged after 4 to 6 iterations, but HMM-GMM models experienced several convergence problems with the DWT data. When a convergence problem was observed, the model corresponding to the last estimation with an improvement in the likelihood have been used for testing.

As can be appreciated in Table 4, the results always favor the HMM-HMT

---

\(^3\) For the computation of the number of trainable parameters, recall that Gaussians in GMM and HMM-GMM are in $\mathbb{R}^{N_w}$ while Gaussians in HMT and HMM-HMT are in $\mathbb{R}^1$. 
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model. Comparing results of GMM against HMT, it can be seen that HMT always provides better recognition rates. As expected, this is mainly because GMM cannot adequately model the distribution of wavelet coefficients and the dependences between them. However, the incorporation of the GMM in an external HMM improves the results, even over those obtained with an isolated HMT. In this case, although the GMM capabilities are not enough to model the wavelet coefficients, the external HMM improves the recognition based on the modeling of the long-term dynamics of the phonemes features. Thus, exploiting these other temporal features the HMM-GMM surpasses the RR obtained by the isolated HMT. As can be appreciated, the best combination of models is given by the HMM-HMT. It can adequately model the distribution of wavelet coefficients in the local frames, and uses the external HMM to capture the long-term dynamics in the phonemes. It must be noted that, unlike the denoising results, the phoneme models are trained and tested with sequences of highly variable lengths. In the case of the sequences for denoising experiments, a fixed length was used to train each model. As a consequence, the number of states with better results grew up to near the number of frames available in the sequence. In the classification of real sequences, like phonems on these experiments, the realizations often had a large variability in the length. Therefore, the best number of states in the model should be related to the real (long-term) dynamic of the sequences. For example, for future applications in speech recognition, the models may be adaptive either to short and long realizations of the same word.

The next experiments were focused to compare the two main models related with this work, that is, HMM using observation probabilities provided either by GMMs or HMTs. In this context, the best relative scenario for HMM-GMM is using $N_w = 256$ (see Table 4).
In Figure 6, two realizations of the English phoneme /eh/ are analyzed frame by frame. This phoneme, like all vowels, is a quasi-stationary signal. Therefore, its statistical properties vary very little through time. To simplify this example we have selected two realizations with the same number of frames. However, remember that, in general, these sequences have different lengths. Subfigures 6.a) and 6.b) display the result of applying the DWT frame by frame to the two realizations of /eh/. As it can be seen, along the scales there is a pattern sliding from a frame to the next one. It is clear that this artifact is not related with the identity of the phoneme. It has to do with the fact that DWT is not a shift-invariant representation. The largest component of this sliding pattern is due to the relation between the fundamental frequency of the phoneme and the window step ($N_s$) used in the feature extraction. Furthermore, other secondary components are also present, for example, those related with the formants in all voiced phonemes. Each one of these components have its own phase and frequency. Therefore, different sliding patterns are generated when the convolution is computed at the corresponding scale. Certainly, these artifacts make training data too confusab le for a recognition architecture without translation-invariance.

To overcome this problem, two approaches can be applied: to modify the feature extraction in order to get invariant patterns, or to modify the recognition architecture to be robust to translation-variant representations (we are working in a robust to translation HMM-HMT). A wavelet representation for pseudo-periodic signals has been proposed in [52]. However, a simpler idea can be applied: to use, at each Scale, the Module of the Spectrum (SMS) of the wavelet coefficients, instead of the wavelet coefficients themselves. That is, given the wavelet coefficients $w_t^j$, at frame $t$, obtained from a DWT with $J$ scales (as in Section 2.2), let be $w_j^t = [w_{2^j-1}, w_{2^j-1+1}, \ldots, w_{2^j-j+1-2}, w_{2^j-j+1-1}]$
Fig. 6. Two realizations of the phoneme /eh/ in TIMIT corpus. In a) and b) sequences are analyzed frame by frame with the DWT and with exactly the same parameters. However, it can be seen that a sliding pattern in each scale is moving frame to frame. In c) and d) the spectrum module, computed scale by scale (SMS-DWT) and frame by frame, is shown. On each scale the coefficients were normalized to have standard deviation 1 (to use the full color scale in the image).

the detail coefficients at scale \(j\), with \(j \in [1 \ldots J-1]\). Then, the SMS is defined for each scale \(j\) as \(\varsigma_j^t = |F(w_j^t)|\), where \(F\) is the discrete Fourier transform.

Thus, SMS of the whole frame is the concatenation \(\varsigma^t = [w_0^t, w_1^t, \varsigma_j^t, \varsigma_{j-1}^t, \varsigma_{j-2}^t, \ldots, \varsigma_1^t]\).

Using this scale-by-scale transformation, not only the largest component is considered, but also the secondary ones. The comparative results of this approach can be appreciated in subfigures 6.c) and 6.d). In what follows we will refer to this method for feature extraction as SMS-DWT.

In Table 5 we present a fine tuning for the HMM-GMM model, trained by the standard forward backward algorithm. To obtain a better balance of classes in cross-validation, in these experiments we used 600 patterns for training and
Table 5
Recognition results for TIMIT phonemes applying the SMS post-processing to the standard DWT. HMM-GMM and HMM-HMT were trained with the forward-backward algorithm in the HMM. HMM-HMT\textsuperscript{V} was trained with the forced-alignment algorithm (see details in text).

<table>
<thead>
<tr>
<th>Model</th>
<th>$M$</th>
<th>#TP</th>
<th>RR%</th>
</tr>
</thead>
<tbody>
<tr>
<td>HMM-GMM</td>
<td>2</td>
<td>3087</td>
<td>60.87</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>6165</td>
<td>63.80</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>12321</td>
<td>61.73</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>24633</td>
<td>57.20</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>49257</td>
<td>61.40</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>98505</td>
<td>63.73</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>197001</td>
<td>62.53</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>393993</td>
<td>52.93</td>
</tr>
<tr>
<td>HMM-HMT\textsuperscript{V}</td>
<td>2</td>
<td>7689</td>
<td>56.53</td>
</tr>
<tr>
<td>HMM-HMT</td>
<td>2</td>
<td>7689</td>
<td>66.00</td>
</tr>
</tbody>
</table>

300 for testing, for each phoneme. Note that, given the number of trainable parameters, comparable architectures for HMM-HMT are HMM-GMM with 4 or 8 Gaussians in the mixtures. The first remark is that the RR have been improved in at least 20% using the SMS-DWT feature extraction in comparison with standard DWT (see Table 4). Results for 4 and 64 Gaussians in the mixture are the best for the HMM-GMM model. It can be seen that the RR do not follow a simple law with the number of Gaussians in the mixture. This fluctuating behaviour could be related to the limited modeling capability of the GMM for wavelet coefficients and the poor convergence properties of the whole HMM-GMM model in this domain. Despite these considerations, from the experimental point of view, the increasing RR for 64 Gaussians motivates us to perform experiments with more Gaussians in the mixture. As it can be seen in the same table, test for $M = 128$ and $M = 256$ have been conducted with no improvements in RR. For these model architectures, note that the
number of parameters to train is about two orders of magnitude greater than
the required for HMM-HMT. Therefore, the available data in the training set
could be not enough to estimate such amount of model parameters.

In this table we also compare results against two methods for training the
proposed model. HMM-HMT is the model trained with the algorithm pro-
posed in this work and HMM-HMT\textsuperscript{V} is the same model but trained with a
forced-alignment in the external HMM. That is, for each training iteration, the
Viterbi algorithm is used to compute the most probable sequence of states in
the HMM and then train separately each HMT with the selected observations
in its corresponding HMM state (as proposed for similar architectures in [34]
and [35]). In relation to the HMM architectures and training algorithms, the
HMM-HMT proposed in this work is still providing the best recognition rates.

It must be noted that the training algorithm developed in this work, in addi-
tion to the formalization of the fully integrated HMM-HMT model, provides
important improvements in RR with respect to a simple Viterbi alignment in
the external HMM model.

In order to provide an idea of the computational costs, results reported in
Table 4 demanded 30.20 s of training for the HMM-GMM, whereas the same
training set demanded 240.89 s in the HMM-HMT\textsuperscript{4}. This is mainly because
the upward-downward recursions in the HMTs. For comparison, the time de-
demanded to train the HMM-HMT with the proposed algorithm was equivalent
to the time demanded to train an standard HMM-GMM with 64 Gaussians in
the mixture. Furthermore, the time required to train the HMM-HMT\textsuperscript{V} (with
the forced-alignment algorithm) was similar to the one demanded to train an
standard HMM-GMM with 16 Gaussians in the mixture. Future works include

\textsuperscript{4} Using an Intel Core 2 Duo E6600 processor.
A novel Markov architecture for learning sequences in the wavelet domain was presented. The proposed architecture is a composite of an HMM in which the observation probabilities are provided by a set of HMTs. With this structure, the HMM captures the long-term dependencies and the HMTs deal with the local dynamics. The HMM-HMT allows learning from long or variable-length sequences, with potential applicability to real-time processing. The training algorithms were obtained using the EM framework, resulting in a set of learning rules with a simple structure. The resulting training algorithm is a Baum-Welch scheme, that takes into account all interrelations between the two structures. This yields in fact an unique full model, different to the previously proposed architectures in which two independent models were forced to work in a coupled way by means of a Viterbi-like training.

Empirical results were obtained concerning the applications of model-based denoising and speech recognition, with artificial and real data. For model-based denoising, the simulated sequences were contaminated with white and impulsive noise. In the denoised sequences an important qualitative and quantitative improvement was appreciated. The recognition rates obtained for speech recognition are very competitive, even in comparison with the state-of-the-art technologies in this application domain. The development of the full Baum-Welch algorithm for the composite model was the key which allowed the formulation of the model-based denoising and provided a clear improvement of the recognition rates in comparison with the HMM-HMT trained by forced-alignment.
and the standard HMM-GMM. Recognition rate was improved from 37.87%, the best result for HMM-GMM and the standard DWT (Table 4), to 66.00% for HMM-HMT and the proposed SMS-DWT (Table 5).

From this novel architecture, we consider that many topics can be addressed in future works. For example, alternative architectures can be developed with direct links between the HMT nodes (without the external HMM). Moreover, different tying schemes can be used to reduce the total number of trainable parameters, reducing the computational cost and improving the generalization capabilities. More tests would be necessary for the HMT model, with different numbers of states per node and using other observation models within the states (for example, GMM or Laplacian distributions). It would be also interesting to go forward in the study of the translation invariance, both in the feature extraction and in the recognition model itself. Concerning to the experiments, we are planning to extend our work to continuous speech recognition, using speech contaminated by real non-stationary noises. With these experiments we expect to be able to exploit, jointly in a same HMM-HMT, the two applications presented in this paper.
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