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Abstract. An automatic tool capable of informing when bites and chews
occurred, using only the acoustic signal, is presented. This information
is useful for the estimation of intake and the monitoring of grazing be-
haviour. Additionally, the sound recording is easy to implement through
the placement of a wireless microphone in the forehead of the animal,
without altering its normal behaviour. Hidden Markov models have been
used to segment and classify acoustic signals with good results. In this
work we propose the use of hidden Markov models to recognize mastica-
tory sounds of cattle. Three types of masticatory events from cows graz-
ing pastures of two plant species (alfalfa and fescue) and two heights (tall
and short) were successfully recognized. Recognition rates were 83.95%
for tall alfalfa, 65.33% for short alfalfa, 84.68% for tall fescue and 83.68%
for short fescue.

1 Introduction

To improve beef and milk production from ruminants (cattle and sheep) accu-
rate information about grazing behaviour is required. The level of production
obtained from grazing animals depends on their ability to ingest an adequate
diet to meet their nutrient requirements for maintenance, growth, production
and reproduction. Measurements of grazing behaviour can be made by direct
observation, but this can be extremely time consuming and it is very difficult to
collect data over long periods of time. So a number of mechanical and electronic
devices have been developed to automatically measure the grazing behaviour [1,
2]. However, these methods are in general imprecise and invasive.

The grazing process involves not only the ingestion of forage, but also the
selection, apprehension, chewing and swallowing. During the ingestive process
the animal moves the jaw continuously, but two phases can be differentiated:
the biting, when grass enters the animal mouth and the chewing, when it is
comminuted to reduce in size, increasing the surface/volume ratio. Sheep and
cattle can also chew and bite with the same jaw movement (chew-bite), which
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has very important implications for the estimations of chewing requirements of
forages.

At the end of the 80s, an acoustical method was proposed for monitoring in-
gestive bites and chews of cattle [3]. This method permits accurate measurement
of allocation of jaw movements to elucidate the mechanisms that determine dry
matter intake in the short term (minutes). Furthermore, acceptable estimation
of intake can be obtained, given that the energy of the sound is highly related to
the quantity of dry matter intake [4–6]. To use the acoustic method in the long
term (hours) is necessary to automate the recognition of sound signals.

Sounds recorded during the grazing process contain a sequence of events in-
terspersed by silences, where each event is the result of one of the previuosly
mentioned stages. In this work the hidden Markov models (HMM) are proposed
as a framework for mastication sound modelling because of the good results
achieved in similar problems. Recently, HMM were tested in mastication sounds
in sheep [7, 8]. In this work we have extended the model for its application to
cattle and provided a new language model to improve the recognizing perfor-
mance.

This article is organized as follows. Section 2 details the acquisition of masti-
catory signals and show preliminary comparison between different events in the
frequency domain. Section 3 presents the feature extraction and the classifier de-
sign. Results are presented and disused in Section 4 and finally the conclusions
are given in Section 5.

2 Materials

Sound signals were captured by experts in ingestive behaviour from dairy cows
grazing alfalfa and fescue with two different heights (tall and short). The signals
were recorded in various individual grazing sessions during five consecutive days
with two microphones randomly assigned every day.

The recordings consists of placing the microphone on the cow’s forehead
(facing inward) and letting the animal feeds the plants from pots fixed to a
board. This sound recording was done simultaneously with video recording that
captures the animal movements. A beep sound was reproduced every 10 s to
be able to coordinate both capture processes. The beep sound was filtered then
with a notch filter to eliminate the 4100 Hz component [9].

Two lactating Holstein cows of 4-6 years old, weighing 608±24.9 kg, previ-
ously tamed and trained were used. The total number of signals was 50: 15 from
tall alfalfa, 11 from short alfalfa, 12 from tall fescue and 12 from short fescue. On
average, each pasture/height contained approximately 13 minutes of recording
and around 800 events. The two species of forages were selected because one of
them is a grass (fescue) and the other a legume (alfalfa), allowing to compare
different textures and structures. The texture has strong influence in the sound
of chewing [10].

The experts labeled the signals identifying the sequence of events, from the
analysis of the sound and the video at the same time (Figure 1). The signals
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Fig. 1. Example of a sequence of labeled events taken from tall alfalfa.
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Fig. 2. Example of the spectrum for masticatory sounds.

consist of a sequence of events –chew, bites and compound chew-bites– separated
by silences (very low energy events). Every event has a duration between 200
and 500 ms. These signals can be considered stationary by segments of approx-
imatelly 20 ms.

Fourier Transform was applied to make the frequency analysis of the signals
(Figure 2). There was not significant amplitudes for frequencies over 500 Hz,
determining the range of interest for the design of the experiments.

Figure 3 shows a preliminary comparison between bites, chews, and chew-
bites events in frequency domain, showing that the peaks occurred at different
frequencies for each event.

3 Methods

The principal objective of the recognition methods is to clarify the complex
mechanisms in the process of making decisions and automatize these functions
using computers [11]. In this work, recognition consists of the segmentation and
classification of masticatory events. The recognition system can be separated
into two main parts: the feature extraction and the dynamical classifier.
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Fig. 3. Sounds of events in frequency domain. From left to right: bite, chew and chew-
bite.

In a first stage the frames of the acoustic signals were extracted and trans-
formed into a sequence of feature vectors. These vectors have a considerably
smaller size than the original frames, but they can still describe the more rele-
vant information.

Short term analysis methods allow to use the joint time-frequency informa-
tion. For this analysis the Hamming window was used [9].The step of analysis is
the time between the beginning of two successive windows, and in general the
step is smaller than the size of the windows.

For the parameterization a filter bank was used, a collection of filters spanned
along the frequency domain. In this case the filters were triangular and based
in the Fourier transform designed to obtain a resolution similar to the mel scale
[12]. Band-limiting was used to reject unwanted frequencies. Additionally to the
coefficients that resulted of applying the filter bank to the windowed signal, other
coefficients were added to provide more information from the original signal: the
normalized energy and delta coefficients, the first derivative respect to time of
the basic static parameters.

The HMM are statistical methods suitable for characterizing observable data
by estimating an appropriated parametric model. HMM are finite state automata
based on the hypothesis that the data is generated by a random process with
temporal dependencies of first order [13].

A Markov chain is a sequence of states where each state is in deterministic
relation with an observable event. HMM are extensions of Markov chains where
states are not directly visible. The observation is a probabilistic function of the
state, so each state has a probabilistic function over the possible outputs [14].

If the observations do not come from a finite set, but from a continuous one,
continuous HMM can be defined. In semicontinuous-HMM (used in this work),
the observation probabilities share a Gaussian set and for each state different
weights are assigned in the mixture. To model temporal series, left to right
HMM are used, where no backward transitions are permitted (Figure 4). Given
the observation vectors, the model parameters must be estimated from data.
The Baum-Welch algorithm was used for this training stage [15].
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Fig. 4. Left to right hidden Markov model. aij: transitions probabilities; bj(·): obser-
vation distributions.

Fig. 5. Diagram of the language model proposed for the recognition of cattle mastica-
tory sounds.

The general structure of the proposed system resembles to that of a speech
recognition system, where phoneme models are replaced by masticatory subevents
and word models by complete events. As in the speech case, the language model
(LM) captures the long-term dependencies and constrains the possible sequences.
The modeled masticatory events were: chew, bite and chew-bite. Silence event
(sil) was modeled for separating these masticatory events. Moreover, sub-events
were modeled. As an example, the definition of the bite event is bite = [b1, b2]
where b1 and b2 are sub-events of the bite event. Each sub-event consisted of
several states, where transitions probabilities and observations distributions were
estimated.

At the beginning of the model development, a simple bigram was used as
language model [14]. In this case, the probabilities of all the possible connections
between the events were estimated. However, in this language model it was
noticed that the sil event follows every one of the other events. So this bigram
resulted with high probability between each event and the sil, but did not allow
links between the bite, chew and chew-bite events. As a solution to this limitation,
a more complex model was designed, including three types of additional silences,
silb, silc and silcb, where for example silb was a silence after a bite event, and
so on (Figure 5).

si
nc

(i
) 

R
es

ea
rc

h 
C

en
te

r 
fo

r 
Si

gn
al

s,
 S

ys
te

m
s 

an
d 

C
om

pu
ta

tio
na

l I
nt

el
lig

en
ce

 (
fi

ch
.u

nl
.e

du
.a

r/
si

nc
)

D
. H

. M
ilo

ne
, M

. S
. P

ad
ró

n,
 J

. G
al

li,
 C

. C
an

gi
an

o 
&

 H
. L

. R
uf

in
er

; "
A

ut
om

at
ic

 r
ec

og
ni

tio
n 

of
 in

ge
st

iv
e 

so
un

ds
 o

f 
ca

ttl
e 

ba
se

d 
on

 h
id

de
n 

M
ar

ko
v 

m
od

el
s"

X
X

X
IV

 C
on

fe
re

nc
ia

 L
at

in
oa

m
er

ic
an

a 
de

 I
nf

or
m

át
ic

a,
 p

p.
 1

13
0-

11
38

, s
ep

, 2
00

8.



Table 1. Overall averages of the train/test partitions.

Species and height R% P%

Tall alfalfa 83.95% 78.69%
Short alfalfa 65.33% 56.66%
Tall fescue 84.68% 82.38%
Short fescue 83.68% 78.87%

4 Results and discussion

The experimental methodology consisted of two main steps. In the first step,
several experiments were performed to define the general structure of the recog-
nizer. In the second step the models were trained and the recognition rates were
computed with the testing data.
To define the general structure of the recognizer we considered:

– Alternatives in the initialization of the models
– The previous mentioned methods for feature extraction, including

- Size and step of the window used
- Number of filters
- Low and high band-limiting frequencies

– Number of states for each sub-event
– Number of sub-events for each type of event
– Language model alternatives

The efficiency of the recognizer was analyzed using two performance mea-
surements. Both compare the labels generated by the expert with the recognizer
output. First, the two sequences of labels are aligned with a dynamic program-
ming method and then the measures were calculated. The first measure was
the percentage of labels correctly recognized R% = N−(D+S)

N × 100%, where
D is the number of omitted events, S is the number of replaced events and
N the total number of labels in the transcription file provided by the expert.
The second measurement takes into account the insertions and is defined as
P% = N−(D+S+I)

N × 100%, being I the number of insertions.
To evaluate the generalization ability of the obtained model, a cross-validation

method was used [16]. The way for partitioning the data is related to the way
the sound has been recorded. Taking into account that each recording session
correspond to one audio file, for each validation test a complete session was left
apart and the others were used for training. Performance measures (R% and P%)
were computed for all the partitions and then the average over all partitions was
computed to obtain the global recognition rates.

The validation results with the proposed method for each specie and height
are shown in Table 1. The number of cross-validation partitions was dependent
on the number of recorded sessions for each species: 13 for tall alfalfa, 9 for short
alfalfa, 10 for tall fescue and 10 for short fescue.
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Table 2. Discrimination of bite, chew and chew-bites in the different pastures.
Columns: recognized events; Rows: reference events.

bite chew chew-bite

Tall alfalfa

bite 77 11 9
chew 10 272 28
chew-bite 6 8 229

Short alfalfa

bite 81 17 8
chew 9 170 9
chew-bite 19 13 50

Tall fescue

bite 57 0 12
chew 3 327 23
chew-bite 2 7 151

Short fescue

bite 62 6 1
chew 1 329 3
chew-bite 4 12 153

Good results were obtained for the two species of forages. The models show
an important generalization capability, although recognition rates were quite low
for short alfalfa. This legume (alfalfa) makes a less “crunchy” sound, and with
the short height the sound may be degraded seriously. Therefore, recordings for
short alfalfa have a lower signal-to-noise ratio.

Confusion matrices are shown in Table 2 to provide a better idea about which
type of events were more frequently confused. From these matrices it may be
inferred that the more confusable events in the tests were chew and chew-bites
in tall pastures, chew-bites and bites in short alfalfa and chew-bites and chews
in short fescue. In general, there were no confusions between chews and bites,
denoting that these sounds are quite different.

More information is required for reliable extrapolation of the results of this
experiment to cows differing in breed, age and size. Chewing activity of cattle
presents pronounced individual differences influenced by physiological state, age
and body size [17], but they do not necessarily cause differences in chewing
sound.

5 Conclusions

The HMM-based recognition system was capable of automatically segmenting
and classifying the masticatory sounds of grazing cattle. Models were tuned for
optimal performance using a compound model with different levels of analysis,
from the acoustics of sub-events to the long-term dependence given by the intake
language model. High recognition rates has been obteined with two different
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pastures and heights. Moreover, the recognizer was able to generalize for all the
cases, which denotes robustness in the training algorithms and proposed models.

Automatic acoustic monitoring of ingestive behaviours is also valuable to as-
sess animal welfare in a manner that cannot be achieved with other methods,
not even by direct visual observation. Ruminants can chew and bite within a
single jaw movement. Thus, mechanical or visual methods cannot fully discrimi-
nate these events into simple bites or chew-bites. This study provides a basis for
future work on the complete automation of recording, segmentation and classifi-
cation of masticatory sounds for cattle intake, for behaviour studies and a wide
application of the acoustical method.
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